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ABSTRACT: Point predictions of hydroclimatic processes through nonlinear modeling tools are associated with uncer-
tainty. The main goal of this research was to construct prediction intervals (PIs) for nonlinear artificial neural network
(ANN)-based models of evaporation and the standardized precipitation index (SPI). These are two critical indicators
for climate for four stations in Iran (i.e., Tabriz, Urmia, Ardabil, and Ahvaz) to qualify their predicted uncertainty values
(UVs). We used classical techniques of bootstrap (BS), mean variance estimation (MVE), and Delta, as well as an
optimization-based method of lower upper bound estimation (LUBE), to construct and compare the PIs. The wavelet-based
denoising method was also adopted to denoise input data, enhancing the modeling performance. The obtained results indicate
the ability of the BS and LUBE methods to estimate the uncertainty bound. The Delta method mostly failed to find the
desired coverage due to its narrow PIs. On the other hand, theMVEmethod, due to its wide bound, did not convey valuable in-
formation about uncertainty. According to the obtained results, denoising the input vector could enhance the PI quality in the
modeling of the SPI by up to 76%. It was more prominent than reducing the UV for evaporation models, which was observed
the most at the Ardabil station, up to 30%. The inherently more random nature of drought than the evaporation process was
interpreted as the cause of this reaction. From the results, Urmia station seems the riskiest regarding drought ventures.

SIGNIFICANCE STATEMENT: The point predictions of evaporation and precipitation (in the form of SPI) are sub-
ject to uncertainty. The best way is to provide an area with the highest contingency as a prediction interval. The reduc-
tion in the width of such an interval leads to increased confidence in explaining and predicting these processes. We
investigated different methods and found that by utilizing the optimization-based method for denoised inputs, uncer-
tainty values of the output were conveyed better. Additionally, we concluded that the more random the process, the
greater its uncertainty. A primary sense of the drought risk was made from the uncertainty perspective.

KEYWORDS: Optimization; Uncertainty; Climate prediction; Artificial intelligence

1. Introduction

Most hydroclimatological processes, such as evaporation
and precipitation, two critical components in forming the spa-
tial pattern of water resources, are randomly included in na-
ture so that accurate prediction of how they will change in the
future is challenging and full of uncertainty. Although quanti-
fying the uncertainty associated with the point predictions of
these processes is essential, few studies have addressed these
issues. Such phenomena are nonlinear and complex. The flexi-
bility of artificial neural networks (ANNs) as black box mod-
els for addressing complex problems makes it possible to
capture the inherent nonlinearities of such processes without
prior knowledge of their physics. Although many studies have
already highlighted the ability of ANNs to make good point
predictions of hydrologic processes (Tanty and Desmukh

2015; Chen et al. 2020), their output is associated with uncer-
tainty. The nonoptimal ANN structure/parameters and noise
of the observed data are the sources of the ANN output un-
certainty values (UV).

Considering the uncertainty in the input as the most signifi-
cant source of uncertainty for data-driven models, in this
study, we used prediction intervals (PIs) to quantify the un-
certainty in the output of ANN models for evaporation and
the standard precipitation index (SPI). In the literature, PI
construction techniques have been divided into two categories
based on ANN models (Kabir et al. 2018). The first category
includes multistep techniques such as the mean variance esti-
mation (MVE) provided by Nix and Weigend (1994), Delta
(Hwang and Ding 1997; de Veaux et al. 1998), and bootstrap
(BS) proposed by Efron (1979) as classical methods. In addi-
tion to the problematic implementation, applying these meth-
ods requires basic assumptions such as homogeneous and
customarily distributed noise for the Delta and MVEmethods
(Khosravi et al. 2011b; Kabir et al. 2018). The Hessian matrix
calculation is time consuming in the Delta method. Addition-
ally, the BS method has a high computational cost for large
datasets (Khosravi et al. 2011b). The second category was re-
cently developed based on optimization techniques, including
the PI’s direct construction (Khosravi et al. 2011a). The basic
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technique in this group is the lower upper bound estimation
(LUBE) method; variations of the original version of LUBE
were developed by modifying its cost function (e.g., Quan
et al. 2014; Zhang et al. 2015). LUBE-based methods have
some advantages over alternative approaches because the PIs
are generated through an optimization problem similar to the
point prediction method without any assumption (Kabir et al.
2018). Despite the importance of PIs for hydroclimatological
studies (e.g., Srivastav et al. 2007; Kasiviswanathan et al. 2013;
Kumar et al. 2015; Taormina and Chau 2015; Nourani et al.
2019, 2020) and in some other engineering fields (e.g., Lian
et al. 2016; Wang et al. 2018), the use of LUBE for water is-
sues has been limited. Furthermore, no studies have used
Delta and MVEmethods to estimate PIs for hydroclimatolog-
ical models; therefore, their ability to quantify UV for water-
dependent problems is unknown.

Although PI estimation is essential for water-dependent plan-
ning, their improvement is challenging in creating more confi-
dence and less operational risk. One improvement step to achieve
this goal is reducing the uncertainty in the collected data and in-
formation, which forms the core of our comprehension of any
phenomenon. The present research sought an appropriate data
preprocessing method to investigate the possibility of reducing
output uncertainty in modeling evaporation and meteorological
drought (via SPI) processes. Naturally observed time series are
usually contaminated by noise (which appears as high-frequency
component of the input vector), which can lead to deviations in
the learning process of ANN models since, as a nonlinear model,
ANN can remarkably magnify noise, even small values, when go-
ing ahead in time. There are various methods for denoising, but
due to the multiresolution (multiscale) essence of hydroclimato-
logical processes, the use of wavelet-based denoising could lead to
successful simulations (see Campisi-Pinto et al. 2012; Guo et al.
2011; Nourani et al. 2014). Additionally, redundant input space
variables can pull down models’ performance in terms of increas-
ing calculation mass, model size, and induction of unnecessary/
misleading patterns. To eliminate redundant inputs, it is necessary
to interpret the internal relations of the ANN model in terms of
output sensitivity magnitude per input. One alternative method
for this purpose is to use a derivation-based technique named the
partial derivatives (PaD) method, which is a robust mathematical
technique for sensitivity analysis (see, e.g., Gedeon 1997; Gevrey
et al. 2003, 2006; Azzahari et al. 2016). Since the ANN model is a
kind of regression based model, the PaD technique tries to esti-
mate the partial derivatives of the output on the input space and
the magnitude of the produced PaD values (Gevrey et al. 2003;
Lu et al. 2001).

Meteorological drought modeling and qualification of its un-
certainty, the topic of this study, is an essential aspect in drought
risk management. To monitor meteorological drought, precipi-
tation anomalies can be considered (Pazhanivelan et al. 2023;
Sahbeni et al. 2023; Aryal et al. 2022). However, drought model-
ing using precipitation anomalies (rainfall deviation from its
long-term mean) could be limited by its intrinsic reliance on the
mean values; thus, it cannot be applied uniformly to different
areas with different amounts of mean rainfall values. Therefore,
rainfall deviations across space and time must be interpreted
with caution. Instead of precipitation, we used the SPI, which is

universally used to monitor meteorological drought and has been
recommended by World Meteorological Organization (WMO
2012) as well as some other studies (e.g., Koutroulis et al. 2011;
Kumar et al. 2009; Pande et al. 2022; Pathak and Dodamani
2020; Zhou et al. 2023). On the other hand, because evaporation
is a crucial climatic factor for the hot areas when investigating
SPI, regional evaporation should also be surveyed, and it helps to
have a separate view of the climate-forcing elements. Therefore,
in this study, we focused on evaporation and precipitation (from
the SPI perspective) as particular meteorological elements. Nev-
ertheless, one can use both of them in a unique framework,
such as the standardized precipitation evapotranspiration index
(SPEI) as a multivariate index to monitor drought (Tan et al.
2023; Kamruzzaman et al. 2022). In summary, this study aims to
address three questions:

1) Which process under investigation (evaporation or SPI
which include different magnitude of high-frequency com-
ponents as disturbance or randomness) does include more
uncertainty and why?

2) Which methods have performed better in estimating PIs?
3) What was the effect of input data denoising (removing

high-frequency components) on the PIs?

All abbreviations and symbols used in this study (text and
equations) are documented in appendixes A and B, respectively.

2. Materials and methods

a. Study site and data

In this study, the evaporation process and SPI were mod-
eled at four climatic stations in Iran. Because droughts have a
high probability of occurrence in the northwestern provinces
of Iran, three stations named Tabriz, Ardabil, and Urmia
were considered for the study, which have similar climates. In
addition, the study also considered the Ahvaz station in a hot
and humid climate region of Iran, which has particular condi-
tions for evaporation and drought. Figure 1 shows the loca-
tions of the selected stations and their climatic classifications
according to the Köppen criterion. Additionally, some geo-
graphic and climate aspects of the stations are tabulated in
Table 1. From Fig. 1, the climate regions of Tabriz, Urmia,
and Ardabil cities are cold and continental or Mediterranean,
while the climate of Ahvaz city is hot and desert.

The daily gauge data (synoptic stations) used in this study were
collected over the available timespans (Table 2) and included the
air temperature [T (8C)], pan evaporation [Et (mm day21)], solar
radiation [Rs (J cm

22 day21)], air pressure [P (hPa)], relative hu-
midity [Rh (%)], and wind speed [U (m s21)], which were used to
model Et and estimate its PIs. Similarly, observed precipitation
data [Pr (mm)] over the available period (Table 2) were used on
a monthly scale to model the SPI and construct its PIs for these
stations. All datasets used in this study were provided by the
Iran Meteorological Organization (https://www.irimo.ir/index.
php?newlang=eng). The statistical characteristics and timespans
of each data variable are tabulated in Table 2. For any station,
all datasets were allocated to 70% for the training group and
30% for the test group.
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Despite the high T, the Ahvaz station experienced less Et

and Pr in the summer season than the other stations. There-
fore, the Rh agent was dominant at this station during sum-
mer, leading to a reverse rate of Et (and complex Et pattern),
which was also pointed out by previous studies (e.g., Nasrollahi
et al. 2021). However, it seems that water stress is more promi-
nent for the Urmia and Tabriz stations with little Pr but high Et

in the summer season because the propagation time of meteoro-
logical drought, as the most important aspect of drought, into
hydrological and agricultural droughts can be shorter in the sum-
mer than in the cold seasons of the year (Li et al. 2021). The
Ardabil station has the highest Pr in the warm period rather than
the other stations, but its Et is not high. Similar to the Ahvaz
station, theRh agent at this station is a crucial climatic factor.

To monitor medium- and long-term meteorological drought,
the SPI values were used as 9-month SPI (SPI-9) and 12-, 24-, and
48-month SPI (SPI-12, SPI-24, and SPI-48). The SPI can be calcu-
lated over different rainfall accumulation periods. The different
scales show the different potential importance in water resource
management, such as SPIs for shorter time scales (e.g., from SPI-1
to SPI-3) are the indicators of immediate impacts such as reduced
soil moisture; SPIs for medium time scales (e.g., from SPI-6 to
SPI-9) are the indicators for reduced streamflow and reservoir
storage, whereas the SPIs for longer time scales (e.g., from SPI-12
to SPI-48) are the indicators for reduced reservoir and
groundwater recharge (McKee et al. 1993; Komuscu 1999).
To calculate the SPIs, the Drought Indices Package (DIP)
was used with monthly Pr data, and section S1 in the online

FIG. 1. Location of study stations along with their Koppen climate classification.

TABLE 1. Details about geographic locations and climate of the study area. “A A.” stands for average annual.

Station

Geographic location

Height (m) above sea level

Climate

Longitude (8N) Latitude (8W) A A. Pr (mm) A A. Et (mm)

Tabriz 46.26 38.06 1328 to 2361 284.34 2248
Urmia 44.58 37.34 1332 338.34 1529
Ardabil 48.17 38.15 1351 287.38 1471
Ahvaz 48.67 31.31 16 214.10 3190
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supplemental material refers to the results. Dryness/wetness
categories based on SPI intervals are shown in Table 3, out-
standing the extreme states.

b. Proposed methodology

The proposed study procedure is illustrated in Fig. 2. Ac-
cordingly, dominant inputs were first selected and subse-
quently denoised by PaD and wavelet techniques, respectively.
Then, suitable models were developed based on the ANNs for
both raw and denoised inputs to estimate Et and SPI. In the fol-
lowing, PIs were estimated by applying different methods and
then compared. The components of the applied methodology
are described briefly as follows.

1) POINT PREDICTIONS BY ANN

A neural network is a set of neurons that capture inputs
and connect with the information of other nodes. In this
“artificial brain,” there are three or multiple layers (a deep
learning network) with the building blocks of neurons where
each node is connected to the subsequent layer nodes. Widely
used algorithm, known as backpropagation (BP), trains the
network to recognize correct patterns. In BPNN, training
is based on the repeated updating of the network’s parame-
ters through the negative gradient of a mean squared error

(MSE) cost function. The BP algorithm involves two passes
through the ANN’s layers: forward and reverse training. The
difference between the desired and actual output values gen-
erates the error signal, which is backpropagated to the lower
layers to update the BPNN parameters. The learning rate and
momentum factor are used for controlling the weight adjust-
ment along the steepest descent direction and for dampening
oscillations (Zweiri et al. 2003; Singh et al. 2022). A neural
network (NN) acts as a regression analysis that predicts fu-
ture events based on past states (training dataset). To prevent
overfitting of the ANN model on the training dataset and in-
crease its generalization ability, in this study, a weight decay
cost function with the regularization parameter l and esti-
mated weight vector ŵ was used according to Eq. (1). In this
way, the larger coefficients of the input parameters are con-
trolled by a “penalty” term, which subsequently leads to the
limitation of the model’s variance. To enhance the ANN gen-
eralization ability, in this study, l in Eq. (1) was set to 0.9
(through trial and error):

WDCF 5 MSE 1 l ŵT ŵ: (1)

In this study, the appropriate number of ANN training epochs
was determined through trial and error; after this number of
epochs, the models no longer improved. The statistical indices
of root-mean-square error (RMSE), as well as the determina-
tion coefficient (DC) or Nash–Sutcliffe criterion, are usually
sufficient to determine the model’s performance for point pre-
dictions (Nourani et al. 2021) and were used in this paper to
select the proper ANN structure. RMSE and DC belong to
ranges of [0, 1‘) and (2‘, 1] with desirable values near 0
and 1, respectively.

2) DATA PREPROCESSING

The data preprocessing step is usually applied to the da-
taset before training the model and is desirable for saving
training time and improving overall model performance.

TABLE 2. Statistical representatives of the datasets used at all relevant synoptic stations. CV is the coefficient of variation.

Timespan Max Min Avg CV (%) Timespan Max Min Avg CV (%)

Ahvaz Tabriz
Et (mm day21) 1998–2019 25.80 1.00 8.74 65 1992–2018 22.20 0.10 6.16 88
T (8C) 1998–2019 45.00 5.00 26.63 36 1992–2018 35.10 215.00 13.34 78
Rh (%) 1998–2019 99.25 6.93 40.77 50 1992–2018 96.87 10.50 50.57 35
U (m s21) 1998–2019 6.88 0.00 2.30 58 1992–2018 9.63 0.27 3.39 48
Rs (J cm22 day21) 1998–2019 3271.00 31.00 1856.90 37 1992–2018 3604.0 43.00 1698.20 47
P (hPa) 1998–2019 1024.89 989.14 1006.80 0.84 1992–2018 880.54 848.33 864.40 0.50
Pr (mm) 1957–2020 153.11 0.00 17.84 160 1951–2020 128.43 0.00 23.70 98

Urmia Ardabil
Et (mm day21) 1992–2004, 2007–18 14.10 0.00 4.19 81 2006–18 14.70 0.00 4.03 79
T (8C) 1992–2004, 2007–18 30.00 213.00 12.04 79 2006–18 26.70 219.50 10.27 81
Rh (%) 1992–2004, 2007–18 100.00 15.62 57.87 27 2006–18 100.00 24.63 72.79 22
U (m s21) 1992–2004, 2007–18 8.63 0.10 2.19 51 2006–18 14.50 0.15 3.69 69
Rs (J cm22 day21) 1992–2004, 2007–18 3540.00 16.00 1778.5 45 2006–18 3721.0 102.00 1661.00 45
P (hPa) 1992–2004, 2007–18 882.00 851.24 867.18 0.51 2006–18 882.00 850.50 866.26 0.49
Pr (mm) 1951–2020 138.88 0.00 28.20 107 1977–2020 122.9 0.00 23.95 92

TABLE 3. Dryness/wetness categories based on SPI intervals
(McKee et al. 1993).

Category SPI intervals

Extremely wet (EW) $2.0
Severely wet (SW) 1.50 to 1.99
Moderate wet (MW) 1.00 to 1.49
Near normal 0.99 to 20.99
Moderately dry (MD) 21.00 to 21.49
Severely dry (SD) 21.50 to 21.99
Extremely dry (ED) #22.0
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The current study used PaD and wavelet techniques to
eliminate redundant variables and denoise the input data,
respectively. Since the ANN model is a kind of regression
model, the PaD technique tries to estimate the first-order
partial derivatives of the output on the input space (Gevrey
et al. 2003; Lu et al. 2001) and the magnitude of the pro-
duced PaD values (effectiveness of variables). The sum of
squared derivatives (SSD) index is given by Eq. (2) is
used to separate dominant (high SSD values) and redun-
dant (low SSD values) variables in the PaD method as
follows:

SSDp 5

∑
n

j51

No

Xp

( )2
j

∑
ni

i51
SSDi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3 100 , (2)

where No is the output signal from neuron o; Xp is the pth in-
put to the network; and n and ni are the numbers of samples
and inputs, respectively. More details about the PaD method
can be found in the supplemental material (section S3) as well

FIG. 2. Proposed methodology scheme. Step 1 involves dominant input selection by the PaD method and then
denoising them by the wavelet technique. Step 2 refers to ANN-based PI construction methods (PI-ANN) as classical
and optimization (includes LUBE algorithm) methods. Finally, step 3 presents the results of UVs and answers three
specific objectives proposed in the introduction section about PI quality. In the LUBE algorithm, T0 and w0 are the
initial cooling temperature (a parameter of simulated annealing algorithm) and initial ANN parameters; w(opt) is the
optimal set of ANN parameters; d is a number near to zero such as 1026 here.
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as in other reliable sources (e.g., Hashem 1992; Gevrey et al.
2003; Nourani and Sayyah-Fard 2012).

On the other hand, the pattern of ANN output will be more
reliable when realistic features of the data are preserved and
noise is eliminated. Wavelet-based denoising is suitable for pre-
processing and denoising the time series. In this approach, the
first step is the decomposition of the time series, i.e., transferring
the signal (time series) to the wavelet space. The time series is
passed through a series of low-pass and high-pass filters. A de-
tailed signal (or detail coefficients) that includes high-frequency
information such as noise is achieved by passing the signal
through the high-pass filter. Conversely, the approximation sig-
nal (or approximation coefficients) captures low-frequency in-
formation by passing the signal through the low-pass filter. This
signal includes the identification information of the time series.
After the first level of decomposition, detail coefficients are
again subjected to wavelet transformation and decomposed into
two frequency bounds (high and low coefficients). This process
is repeated until the desired frequency resolution is reached. In
this way, at the end of the decomposition in the wavelet space,
several sets of coefficients are obtained, each set corresponding
to a certain frequency range. In the second step, usually the soft
thresholding rule (Donoho et al. 1995) according to Eq. (3) is
applied to the wavelet coefficients to modify noisy coefficients
by filtering some set of them using a given threshold value. Fi-
nally, signal reconstruction starts by combining the modified co-
efficients (Wĵ ,k) in reverse by steps of decomposition from the
lowest level upward. Then, denoised time series are used as in-
puts of the ANN model to estimate the target (here, Et and
SPI). To have the best choice of denoised inputs, which submit
high performance of the ANN model, several wavelets with dif-
ferent decomposition levels are tested:

Wĵ ,k 5
sgn(Wj,k)(|Wj,k| 2 Tj), |Wj,k| . Tj

0; |Wj,k| , Tj:
,

{
(3)

where Wj,k and Tj are the detailed coefficient and threshold
values, respectively.

To modify the coefficients, universal thresholding (Tj) can
be used as follows (Donoho and Johnstone 1994):

Tj 5 ŝ
���������
2 ln(n)√

, (4)

ŝ 5
median[|Wj,k(t)|]

0:6745

{ }
, (5)

where ŝ is the noise standard deviation in the noisy time se-
ries (Nourani et al. 2014; Sundararajan 2015).

3) PREDICTION INTERVAL ESTIMATION BY ANN

Uncertainty in the output of a model is a situation where
there is no unique and perfectly accurate output. Uncertainty
analysis seeks to determine how realistic and reliable the
model output of an unknown system is likely to be. ANNs are
regression models, and to resolve the uncertainty involved in
their results, the regression concept can be applied where the
response (or dependent) variable y is a function of a set of

regressors (or independent/explanatory variables) {x1, x2, … xn}.
Targets (y) are related to the inputs (x) by random and deter-
ministic components in the regression analysis where the ran-
dom components of the target fluctuate around their mean
[my(x)] or deterministic components so that the regression rela-
tionship can be written as

y 5 my(x) 1 «, (6)

my(x) 5 f (x; wtrue), (7)

where « is the target noise and is assumed to have a Gaussian
distribution with zero means, and w is the set of regression
parameters.

The parameters of w are adjusted as ŵ0, ŵ1, … ? ŵd by
catching the input data {x1, y2, … xn, yn} pattern to estimate
Eq. (7) as

m̂y(x; ŵ) 5 ŵo 1 ∑
d

i51
ŵixi: (8)

In an ANN model, ŵ are weight parameters where due to the
random fluctuations of y around its real mean [my(x)], the
value of y cannot be obtained with certainty. The best way is
to determine the probability density estimation for y, i.e., allo-
cating the area where the contingency of y is the highest,
namely, PIs. When the ANN/regression output [m̂y(x; ŵ)] is
subtracted from both sides of Eq. (6), a relationship that
illustrates the concepts of UV in mathematical form is
obtained as

y 2 m̂y(x; ŵ) 5 [my(x) 2 m̂y(x; ŵ)] 1 «: (9)

Confidence intervals (CIs) address the variance of the first
term on the right side of Eq. (9) and estimate the uncertainty
between the parameters of m̂y(x; ŵ) and my(x). Instead, PIs
seek to quantify the uncertainty between the actual target y
and the estimated amount of m̂y(x; ŵ). This means that targets
included random (noise) components that can be effective in
the learning process of ANNs (such as other models). With
CIs, only the uncertainty of the target’s deterministic compo-
nent is considered during modeling, but using PIs, it is also
possible to consider the effect of the uncertainty of the target
noise in modeling. In this way, PIs include CIs and are wider.

According to Eq. (9), the whole variance can be written as

s 2 5 s2
m̂y(x; ŵ) 1 s2

ê , (10)

where s2
m̂y(x; ŵ) and s2

ê are the model and noise variances, re-
spectively (Dybowski and Roberts 2001).

After the total variance of Eq. (10) is obtained, PIs can be
estimated via

m̂yi
(xi; ŵ)7 t12(a/2),df

���������������������
s2

m̂yi
(xi ; ŵ) 1 s2

«̂ i

√
, (11)

where t12(a/2),df is equal to 1 2 (a/2) cumulative Student’s t
distribution and freedom degree of df (the number of training
samples minus the number of ANN model parameters).
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Three classical ANN-based methods, which are presented in
the supplemental material and section S2, use Eq. (11) to construct
PIs by arguing the concepts of the regression model. To estimate
PIs using the BS method (PIBS), my(x) was estimated based on
250 ANNs (B 5 250), where low values of B can lead to a wide
bound, but a greater number of Bmodels also does not affect the
quality of PI (Nourani et al. 2022). To estimate PIs using the Delta
technique (PIDelta) l in Eq. (S5) was set to 0.9 (through trial and
error), which yielded promising results regarding PI quality.

In addition to classical methods, a new optimization-based
method is used to estimate ANN-based PIs, which is de-
scribed in the following subsection.

4) OPTIMIZATION-BASED LUBE TECHNIQUE

As the optimization-based method, the LUBE is a direct PI
construction method based on ANN. For LUBE implementa-
tion, unlike common ANNs, there are two outputs as lower and
upper bounds of PILUBE (interval predictions). Such an ANN is
trained by a nonlinear cost function named the coverage width
criterion (CWC). The CWC combines two conflicting objec-
tives, i.e., PI coverage probability (PICP) and PI normalized av-
erage width (PINAW), in which the first should be maximized
while the latter should be minimized. PICP is the probability
of covering target values with a threshold/nominal confidence
value of (a 2 1)%. The difference between the upper and lower
estimated bounds is measured as PINAW in the normalized
form. Because of the complexity of CWC, nongradient optimiza-
tion methods, i.e., metaheuristic algorithms that do not need the
derivatives of the cost function, should be used to solve the pro-
posed optimization problem. Figure 3 illustrates a typical ANN
structure used for the LUBE technique. The mathematical for-
mulas of these indices are as follows (Nourani et al. 2019):

PICP 5
1
n
∑
n

i51
Ci, (12)

Ci 5
1, yie(ŷLi

, ŷUi
)

0, else
,

{
(13)

PINAW 5
1
nR

∑
n

i51
(ŷUi

2 ŷLi
), (14)

CWC 5 PINAW 1 g(PICP)eh (m2PICP), (15)

g(PICP) 5 1, PICP , m
0, PICP $ m

,
{

(16)

where ŷLi
and ŷUi

are the upper and lower estimated bounds; yi
is the ith sample of the real target; R is the target interval magni-
tude, i.e., ymax 2 ymin; h and m are two hyperparameters from
which the prior is obtained through trial and error and penalizes
the CWC for PICP , m, which causes CWC to grow exponen-
tially and will be controlled, and the latter is equal to (a 2 1)%,
the nominal confidence value. In this study, h was set equal to 80, in
which for its lower values, CWChadmore failures to find PICP$ m

andm, as the nominal confidence level was considered 95%.
To construct PILUBE, the metaheuristic algorithm of simu-

lated annealing was used in this study to minimize the CWC
[as well as CBS in Eq. (S3)], in which some of its parameters
were selected from related articles and by trial and error, as
shown in Table 4. This algorithm is expanded on the basis of
the metallurgy annealing process. Annealing is a physical pro-
cess of heating and slowly cooling the temperature of a mate-
rial to achieve a uniform crystalline state where the system
energy is minimized and thermodynamic equilibrium is estab-
lished. The simulated annealing optimization algorithm is a
free-derivation method and overcomes the disadvantage of the
Monte Carlo process in which, without being trapped in local
optima, it seeks the parameter space (Kirkpatrick et al. 1983;
Aarts and Korst 1989), and its algorithm includes an impressive
Metropolis criterion (Metropolis et al. 1953). However, there is
a concern when using other metaheuristic algorithms, such as
genetic algorithms; it is possible to get stuck in local minima.

At the onset of the optimization process in the LUBEmethod,
PICP , m; therefore, CWC grows exponentially [see Eq. (15)]
without any restrictions for PINAW growth, then the algorithm
tries to increase PICP and reduce CWC. After PICP $ m is
reached, CWC, and subsequently, PINAW, start to decrease,
and ANN parameters are finally optimized and fed into the
ANN model with two outputs to build the upper and lower
bounds of PI. The lower value of CWC is a sign of the excel-
lent quality of PI, and vice versa; an underestimated PI (PI
with lower resolution of 95% confidence) is a result of the
high value of CWC.

To evaluate the results obtained by the PI estimation meth-
ods, the indicators of PICP, PINAW, and CWC were used ac-
cording to Eqs. (12), (14), and (15), respectively, and the best
results are reported below (in Table 7, for Tabriz station) and
illustrated in Figs. 4–7 and S12 (section S7). Based on Fig. 2,

FIG. 3. A typical ANN form used for LUBE implementation to
estimate PILUBE.

TABLE 4. Hyperparameters of the simulated annealing
algorithm used in this paper.

Parameters Numerical value

Geometric cooling schedule TK11 5 bTK(b 5 0.9)
Initial temperature (T0) 5.00
Stopping temperature 0.30
Maximum number of tries within

one temperature
30
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FIG. 4. The estimated PIs using denoised inputs for Tabriz station and models of (a) Et, (b) SPI-9,
(c) SPI-12, (d) SPI-24, and (e) SPI-48.
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FIG. 5. The estimated PIs using denoised inputs for Urmia station and models of (a) Et, (b) SPI-9,
(c) SPI-12, (d) SPI-24, and (e) SPI-48.
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FIG. 6. Estimated PIs using denoised inputs for Ardabil station and models of (a) Et, (b) SPI-9,
(c) SPI-12, (d) SPI-24, and (e) SPI-48.

J OURNAL OF HYDROMETEOROLOGY VOLUME 241688

Authenticated cgarrison@ametsoc.org | Downloaded 10/03/23 04:01 PM UTC



FIG. 7. The estimated PIs using denoised inputs for the Ahvaz station and models of (a) Et,
(b) SPI-9, (c) SPI-12, (d) SPI-24, and (e) SPI-48.
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there are three questions about the quality of the calculated
PIs, as presented in the following subsections.

3. Results

a. Data preprocessing

At first and since Et and SPI have the system memory that
links them at each time step to the values of previous time steps
(lags) as a Markovian (autoregressive) property, potential lags
via partial autocorrelation function (PACF) results were de-
tected (see the supplemental material and section S4). Addition-
ally, to enhance the accuracy of SPI modeling, up to four lags of
Pr were considered in the total set of potential variables before
sensitivity analysis. Then, the dominant inputs were selected by
the PaD method among the considered potential inputs with
high SSD values (e.g., see Fig. S7), which are tabulated in Tables
5 and 6. Other variables with lower SSD values were removed
as redundant variables. It can be seen from Table 5 that for all
stations, T and Et21 showed the highest sensitivity to Et. For Ur-
mia station, and since this city is located in the plain, the selec-
tion of Rs as the third most effective input for modeling Et

could be justified. Such topographic areas absorb more Rs

because mountains and oceans participate in the formation
of clouds as the atmospheric conditions reduce the amount
of Rs reaching Earth. Coastal areas influence the Ardabil
station due to its proximity to the Astara port, which can be
considered a city with a humid climate with a high SSD for
the Rh agent.

On the other hand, Ahvaz city can be considered both a
windy and humid region. The prevailing winds in this city are
the currents that come to Iran from the west, i.e., Iraq and
Syria (Broomandi et al. 2017; Abbasi et al. 2021). Addition-
ally, the south wind on the way through the Persian Gulf en-
ters the city of Ahvaz, and in addition to the Karun River, this
Gulf is another source of moisture for this city. In addition, it
is expected that Et in Ahvaz city is highly sensitive to Rs val-
ues (as Iran’s hot climate). Nevertheless, in addition to the
low quality of Rs data recorded at the Ahvaz station, dust

storms can also be obstacles in reaching the Rs to this city.
The sensitivity results for the SPI modeling are also tabulated
in Table 6, where regarding the SSD values, up to two or
three input variables were dominant for any station. No regu-
lation can be understood that linked the SPI’s scale with the
selected inputs. The results of this section were used for both
point and interval predictions (PIs).

After selecting dominant inputs, the wavelet technique was
used to denoise input vectors via the soft thresholding rule and Tj

according to Eqs. (3) and (4), and the best BPNN structures for
denoised inputs were obtained (presented in section S5 and
Table S1). The greatest enhancement was observed in the perfor-
mance of the SPI models compared to the Et models. Addition-
ally, among the different time scales, the 9-month and 48-month
scales of the SPI showed the most and minor model enhance-
ments, respectively. For the Et models, the highest increase in
performance was related to Ardabil and Urmia stations, and the
lowest was related to the Ahvaz station. It seems that the Et pat-
tern at the Ahvaz station is more regular than that at the other
stations, and vice versa, the Urmia and Ardabil stations have the
most irregular Et patterns.

b. Estimation of PIs

1) UNCERTAINTY QUALITY OF PROCESSES

Among all methods, LUBE and BS [using Eq. (11)] yielded
acceptable PIs (from CWC, PICP, and PINAW viewpoints),
so to interpret the results, PILUBE and PIBS can be referred
to. Despite PI indices, the CV index of observations (CVO)
and UVs (CVUV), obtained from the difference between the
upper and the lower bounds or |U2 L|, can also be used to in-
terpret the results regarding how homogeneous and credible
the observations were. For Et modeling (see Figs. 4a–7a), the
narrowest PIs with a CWC equal to 23.93 resulted at Tabriz
station, which can be due to the length of the data used as the
most extended dataset (26 years). An extensive dataset can
help the PI construction algorithms find data patterns with
similar confidence (here, m equals 95%). Furthermore, CVO

and CVUV were close together in modeling Et at this station,
which shows that the UVs of the data were close to each other
and that the data were of good quality. After Tabriz station,
the low value of CWC was equal to 30.31 at Ahvaz station
(with a 21-yr dataset), leading to obtaining narrow PIs in
modeling Et. Additionally, regarding the CVO and CVUV val-
ues as the lowest values of the others, it seems that the pattern
of Et is more homogeneous in this station than in the rest.
Conversely, the highest CWC value, equal to 50.14, was ob-
tained for Et modeling at the Ardabil station, which led to the

TABLE 5. Dominant input variables in modeling Et for any
station.

Station Inputs

Tabriz T, Et21

Urmia T, Et21, Rs, Et22

Ardabil T, Et21, Rh

Ahvaz T, Et21, Rh, Et22

TABLE 6. Dominant input variables in modeling SPI for different time scales of the stations.

Inputs

Station SPI-9 SPI-12 SPI-24 SPI-48

Tabriz SPIt21, SPIt22, Prt21 SPIt21, Prt21, SPIt22 SPIt21, Prt21 SPIt21, Prt21, SPIt22

Urmia SPIt21, Prt21 SPIt21, SPIt22, Prt21 SPIt21, Prt21 SPIt21, SPIt23, Prt21

Ardabil SPIt21, Prt21 SPIt21, Prt21 SPIt21, SPIt22, Prt21 SPIt21, Prt21

Ahvaz SPIt21, Prt21 SPIt21, Prt21 SPIt21, Prt21 SPIt21, Prt21, SPIt22
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widest PIs. A significant discrepancy between CVO and CVUV

values is observed at this station, equal to 0.45%, which seems
that the PIs could not be very well associated with the UV of
the data at this station. At the Urmia station, the best CWC
value was 32.85, which showed a good state of PI regarding
UV, but the most anomalous Et and the associated UV pat-
terns were obtained at this station.

Figures 4–7 also illustrate the PIs for the SPI models, while
Table 7 presents the UV results for the Tabriz station. At this
station, some extreme drought events of ED (SPI # 22)
for the SPI-9 and SPI-12 models (which are outstanding in
Figs. 4b,c) were not covered by PILUBE but were covered by
other PIs. The PILUBE for these SPI values jumped with
PINAW near zero, but the PIBS covered them by widening
the PINAW. Due to the dissimilar behavior of different PIs
for these extreme events, they cannot be concluded in terms
of 95% confidence. From the PIBS and PILUBE perspectives
(see Figs. 4b–e), at Tabriz station, a low CWC value of 34.53
was obtained for the SPI-9 model. Additionally, the lowest
CVUV was received for this time scale, equal to 0.12%,
therefore, it can be interpreted that the UVs for the SPI-9
data were close to each other and for monitoring the meteo-
rological drought at this station, the 9-month scale is more
certain and recommended. For models of SPI-24 and SPI-48
at the Uemia station, some extreme events of ED and SD
(21.99 # SPI # 21.50) obtained high UV in the PI95% and
may be sticking out from the PIs by reducing the amount of
m in the modeling of SPI-24 and SPI-48. However, the low-
est CWC for the SPI-24 model, equal to 32.21 at this station,

resulted in narrow PIs (see Figs. 5b–e). Additionally, the
lowest CVUV was obtained for the output of the SPI-24
models, equal to 0.19%, where CVO was also low for this
time scale, indicating low dispersion of the SPI-24 data. It
could be interpreted that the UVs of the data on the 24-month
scale were close to each other, and they were more homoge-
neous and can be recommended for meteorological drought
monitoring at Urmia station.

Among all stations, the lowest number of extreme events
emerged in the DIP output for Ardabil station. Additionally,
the short length of data in modeling SPIs at Ardabil station
can affect the quality of the estimated PIs (see Figs. 6b–e) via
the gamma distribution perspective. This issue has already
been maintained by Wang et al. (2021). This means that esti-
mating gamma distribution parameters (shape and scale pa-
rameters) is sensitive to data size. For a minimal data length,
they can be more unstable/uncertain. The lowest CWC at this
station was 48.42 for model SPI-24, and the lowest CVUV was
also obtained for this model. From the PI indices, CVO, and
CVUV perspectives, data at the 24-month scale at Ardabil sta-
tion are more certain and homogenous; therefore, this scale
can be recommended to monitor meteorological drought. For
the Ahvaz station, the results of the PIs for the SPI models are
presented in Figs. 7b–e. From the results, a low CVUV equal to
0.13% was obtained for the SPI-24 model, while CVO was also
low for this scale, which can be interpreted as homogeneity of the
data. Furthermore, a low CWC value of 35.91 for this model rep-
resented the narrow PIs; therefore, this scale can be recommended
for monitoring meteorological drought at the Ahvaz station.

TABLE 7. The results of PI estimation methods regarding PI quality at Tabriz station for raw and denoised inputs.

Raw inputs Denoised inputs

Output CWC PINAW (%) PICP (%) CWC PINAW (%) PICP (%)

BS method
Et 25.65 25.65 95.44 23.93 23.93 95.37
SPI-9 43.52 43.52 95.20 34.53 34.53 97.61
SPI-12 45.57 45.57 95.20 37.00 37.00 96.00
SPI-24 103.96 103.96 100.00 48.97 48.97 96.34
SPI-48 63.81 63.81 95.82 38.37 38.37 99.58

MVE method
Et 32.63 32.63 95. 95 30.40 30.40 97.00
SPI-9 74.40 74.40 98.40 55.67 55.67 98.80
SPI-12 55.28 55.28 98.79 45.82 45.82 98.00
SPI-24 54.87 54.87 99.59 43.07 43.07 99.18
SPI-48 62.13 62.13 98.74 55.64 55.64 98.32

Delta method
Et 31.23 31.23 95.20 27.08 27.08 96.20
SPI-9 40.83 40.83 95.22 26.66 26.66 96.81
SPI-12 568.47 35.13 91.60 181.97 26.71 92.80
SPI-24 597.30 33.31 92.68 202.78 27.47 92.68
SPI-48 123.31 50.93 94.56 24.97 24.97 95.82

LUBE method
Et 30.90 30.90 96.95 27.74 27.74 95.92
SPI-9 58.33 58.33 95.62 36.31 36.31 96.41
SPI-12 44.89 44.89 95.60 37.44 37.44 96.80
SPI-24 45.76 45.76 96.34 35.88 35.88 95.93
SPI-48 51.18 51.18 96.65 33.82 33.82 97.49
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2) COMPARISON OF DIFFERENT PI
CONSTRUCTION METHODS

From the results, the greatest similarity in terms of PI
swings was established for PIBS, PIDelta, and PILUBE for all
stations, but PIMVE showed the opposite swings compared
to the rest in some cases (see Figs. S8–S11, section S6). In
most PIs, the PINAW values for PIDelta [using Eq. (S5)]
and PIMVE [using Eq. (11)] were the lowest and highest, re-
spectively (see Figs. 4–7 and Table 7). From the mathematical
viewpoint, PINAW is more influenced by s2

«; therefore, this
parameter was underestimated and overestimated by PIDelta

and PIMVE, respectively (as maintained already by Khosravi
et al. 2011a,b). Additionally, it is clear from the results that
PIBS and PILUBE have better conveyed the uncertainty of
the modeling. Radar charts in Fig. 8 show the rank of four
methods in evaluating UV in all models, based on CWC,
when raw and denoised input data were used. From the re-
sults, the PILUBE, in most cases, ranked first in terms of the
lowest CWC values (corresponding to the lowest PINAWs
for PICP $ m); therefore, the LUBE method can be con-
sidered the most robust method to estimate PIs, which was
also pointed out in previous studies (e.g., Khosravi et al.
2011a,b; Nourani et al. 2019, 2022). Unlike the PIsLUBE,
PIsDelta obtained the highest CWC values in most cases
and ranked fourth. Delta technique failed to find PICP $ m

for 26 cases out of the total raw and denoised data due to
its narrow PINAWs (underestimated PIs). From the radar
charts, after the LUBE method, BS was the robust tech-
nique for determining the UV of the outputs and ranked
second.

3) THE EFFECT OF DENOISING ON THE QUALITY OF PIS

In all cases for Et and SPI modeling, imposing the denoised
input data led to a reduction in the UV of the output, which has

been manifested in reducing CWCs and PINAWs. The highest
reductions of PIsBS and PIsLUBE are tabulated in Table 8.
The amount of uncertainty reduction depends on the tech-
nique used and the input vector size, data quality, and sta-
tion climate (in the form of dominant inputs selected for
modeling). The lowest reduction in the output UV was re-
lated to Et modeling, which indicates the lower random-
ness of this process compared to drought (SPI). From the
perspectives of PIBS and PILUBE and according to Table 8,
the highest reduction of output UV was related to SPI-9,
equal to 76%, and PIBS at the Urmia station. Additionally,
for Et modeling, the highest reduction was 30% at the
Ardabil station when estimating the PIsBS. Figure S12
(section S7) illustrates the PIs for the highest reduction of
the SPI and Et models.

FIG. 8. Radar plots of the contribution of four methods to evaluate UV in all models. Ranks of A, B, C, and D were
achieved based on the CWC values for (a) raw input data and (b) denoised input data.

TABLE 8. The highest reductions in output UV from the PIBS
and PILUBE perspectives using denoised data at any station.

D(CWC) (%) D(CWC) (%)

Output PILUBE PIBS PILUBE PIBS

Tabriz Urmia
Et 10.23 6.71 17.17 18.08
SPI-9 37.75 20.66 58.51 76.01
SPI-12 16.60 18.81 16.60 20.07
SPI-24 21.59 52.90 7.58 24.50
SPI-48 33.92 39.87 56.21 50.39

Ardabil Ahvaz
Et 15.98 30.06 16.62 0.82
SPI-9 18.60 7.88 10.62 8.88
SPI-12 11.06 5.86 16.61 14.51
SPI-24 18.32 16.05 17.05 27.56
SPI-48 9.68 18.11 9.48 30.54
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4. Discussion

a. Effect of high-frequency components and data length
on the quality of PIs

Concerning the results, the type of phenomena, the data
quality, and the stations’ climatic regime in the form of se-
lected inputs affect the quality of the estimated PIs. For a
target variable (Et or SPI), the change in station led to a
change in the ranking of all methods regarding the quality
of the obtained PIs. Additionally, the ranking of the PI con-
struction methods was altered for a desired station but dif-
ferent target variables (Et or SPI). Such a discrepancy can
be interpreted because uncertainty analysis is rooted in the
random nature of events. Namely, it is clear that the ran-
domness degree of Pr (the magnitude of high-frequency
components in the Pr time series) is more than that of
Et and therefore is subjected to more uncertainty where SPI
models obtained lower quality PIs (in all of its scales) than
Et. Another interpretation for the obtained PIs in terms of
the quality can be related to “the time scale effection.” This
means that on the daily time scale, due to the large data
length, identifying the pattern of data for the ANN model is
more accurate than on the monthly scale. The Ardabil sta-
tion participated in the whole modeling with the lowest data
length, which achieved poor PIs. It seems that increasing
data length allows the PI estimation algorithm to distinguish
the available pattern of the data better.

b. Different methods submitted different resolutions in
estimating PIs

Different methods submitted different resolutions in esti-
mating PIs. In the category of classical methods, it seems
that the BS method has performed better than others. From
the BS perspective, it seems that B ANN models, trained
with various random weight vectors, could better cover the
space of the network parameters. Aggregating the results
in the BS method could lead to an accurate estimation of
the target average. Compared to the PILUBE and PIDelta, the
PIBS was wider; this expanded width can be related to the
overestimated total variance. In the present study, to reduce
PIVAWs, the number of B was set to 250 through trial and
error. There is an inverse relationship (negative) between
the number of B networks and the CWC value, but this rela-
tion is not strong, and a large B does not guarantee good
quality of PIs (by reducing CWC). PIsMVE in most cases
ranked third in terms of the CWC index. Although the PIsMVE

were better than the PIsDelta and included high PICPs, due to
their wide PINAWs (overestimated PIs), they could not con-
vey helpful information about uncertainty. One source for the
low quality of PIsMVE could be linked to its basic assumption:
its model variance is negligible as zero, but this cannot be cor-
rect in real-world practical applications. From Figs. S8–S11,
the PIDelta shows the lowest fluctuations and, in most cases, es-
pecially for models of SPI, did not accompany the UV of the
observations and resulted in PICP , m. However, the Delta
method showed almost reliable results for Et modeling by pro-
viding PICP $ m. Additionally, the Delta technique in the

Urmia station and confronting Et and SPI mostly showed
weak performance. It should be noted that the data of the
Urmia station include irregular patterns of Et. However, PIsBS
and PIsLUBE, as two methods with acceptable results, had
swung well with data points, which denotes a suitable convey
of UV of the observations by them. The LUBEmethod, which
does not include any assumptions to estimate PIs and is an op-
timization algorithm, can be recommended as a robust tech-
nique for PI estimation.

c. Drought risk from PI’s (uncertainty science)
perspective

As a whole, it can be interesting to have an initial guess
about drought risk from the uncertainty science perspective
knowing that meteorological droughts can lead to hydrological
and agricultural droughts with a lagged time. This means that a
lack of soil moisture or loss of surface water can confront ter-
restrial ecosystems with water stress and propagate through
the hydrological cycle. The results obtained for the Tabriz,
Urmia, Ardabil, and Ahvaz station SPI models at 9, 24, 24, and
24 months showed low UV and narrow PIs. These time scales
were recommended to monitor meteorological drought at
relevant stations. As the time scale becomes larger, the
propagation risk of meteorological drought to hydrological
or agricultural drought (hydrological cycle) increases. From
this viewpoint, Tabriz station, with the recommended time
scale to monitor meteorological drought (9 months), is the
lowest-risk station.

Despite the hot climate, Ahvaz city is also considered hu-
mid. In this city, the rate of Et in the hot period (spring and
summer) was less than that at the Tabriz and Urmia stations
and almost equal to that at the Ardabil station. This issue
was unexpected due to the hot climate of the Ahvaz station.
Nevertheless, according to previous studies that proved the
existence of the Et paradox (e.g., Nasrollahi et al. 2021), it
can be concluded that Et includes a complex but homoge-
neous pattern at this station. Changes in energy equilibrium
make the rise in temperature expected to prepare more
energy to evaporate water sources, accelerating the hydro-
logical cycle. Nevertheless, paradoxically, the Et gradient re-
verses, which is named the Et paradox. The Et’s reverse
gradient can occur due to various climatic agents. It seems
that one of the driving climatic factors is the humidity of the
station in the hot period. The inverse rate of Et can help to
increase the soil moisture (or, in its high values, can cause
scattered rainfall and increase surface water), so it can be
said that this phenomenon can reduce the propagation risk
of meteorological drought through the hydrological cycle
even for a 24-month scale, which was recommended in this
study for drought monitoring. From this perspective, no
strong correlation between meteorological drought and
other types of droughts at this station is conceivable. It
should be emphasized that because this city has a hot/humid
climate, monitoring the drought at this station using the
multivariate index, which also applies the Et (the SPI only
considers Pr), such as the SPEI, can be more informative
than the SPI. Even though the multivariable indices take

NOURAN I E T A L . 1693OCTOBER 2023

Authenticated cgarrison@ametsoc.org | Downloaded 10/03/23 04:01 PM UTC



into account more details, the anomalies of Pr and Et, such
as when using SPEI, can affect each other; therefore, there
is no guarantee to reduce the uncertainty in using such an
index.

At the Ardabil station, despite the more certain model of
SPI-24 to monitor meteorological drought, the lowest Et val-
ues (in the warm periods) and humidity agents at the Ardabil
station can decrease the propagation risk of meteorological
drought. However, at the Urmia station, confidence in the
SPI-24 model and a high rate of Et in the hot periods can sig-
nificantly correlate meteorological drought with hydrological/
agricultural drought. From this perspective, the drought prob-
lem can be severe for Urmia station. It should be noted that
meteorological drought can link to other types of drought, but
its monitoring indices cannot be used to monitor different
kinds of drought.

5. Conclusions

In the present study, PIs were estimated for ANN-based
modeling of Et and SPI using conventional techniques of MVE,
BS, Delta, and an optimization-based method named LUBE.
From the results, the LUBE and BS techniques were two suit-
able tools for estimating PIs, but the LUBE method was supe-
rior in its assumption-free and robust solution. In the majority
of cases, the MVE and Delta techniques led to an overestima-
tion and underestimation of PIs. We investigated the effect of
high-frequency components of the target (Et or SPI) time series
(higher disturbance or the randomness of target) on the PIs.
From the results, PIs for the Et models included the lowest
CWC values up to 50.14 (at the Ardabil station), while the SPI
models had wider PIs with CWC values up to 64.75 (at the Ar-
dabil station). It means the abnormal high-frequency compo-
nents of the SPI time series led to wider PIs than those for the
Et. Additionally, it seems that the short data length led to poor
PIs, which was clear for the estimated PIs with the lowest data
length at the Ardabil station. To enhance the quality of the PIs,
a hybrid methodology including PaD and wavelet techniques
was linked to the uncertainty analysis to remove respectively
the redundant inputs and noise components (high-frequency
components of the input vector) which could lead to narrower
PIs with more significant effects on the SPI models (up to 76%).

From a high-quality PI perspective, SPI-9, SPI-24, SPI-
24, and SPI-24 for the Tabriz, Urmia, Ardabil, and Ahvaz
stations were recommended in this study for monitoring
meteorological drought. Additionally, from weather and
PI (uncertainty) viewpoints, it is possible to make a pri-
mary sense for the drought risk. It seems that the risk of
propagation of meteorological drought through the hydro-
logical cycle at Urmia station is more severe than that at
the other stations. The effect of other distribution type
functions on the quality of PIs in estimating SPIs (rather
than gamma distribution) can be investigated in future
studies. The current research dedicated a separate view-
point to SPI and Et to investigate the differences between
these two processes regarding their uncertainty in different
climatic regions. However, research can be continued by
catching them in one framework as a multivariate index

such as SPEI. To achieve optimal PIs, linear and nonlinear
ensemble methods that combine different PIs can be
investigated.

Acknowledgments. This work was supported by the core-
to-core project, the Japan Society for the Promotion of Sci-
ence (JSPS) (Grant JPJSCCB202200044), and the Disaster
Prevention Research Institute (DPRI) internal research fund
(Grant 2022 L-04).

Data availability statement. The data supporting the find-
ings of this study are available from the corresponding author
upon reasonable request.

APPENDIX A

List of Abbreviations

Items with an asterisk are in the supplemental material.
T Temperature
Et Evaporation
Et21 One-day lagged evaporation
Rs Solar radiation
P Air pressure
Rh Relative humidity
U Wind speed
Pr Precipitation
SPI Standardized precipitation index
SPEI Standardized precipitation evapotranspiration

index
ANN Artificial neural networks
BPNN Backpropagation ANN
BS Bootstrap
MVE Mean variance estimation
LUBE Lower upper bound estimation
UV Uncertainty value
PI Prediction interval
CI Confidence interval
DIP Drought indices package
PaD Partial derivatives
RMSE Root-mean-square error
MSE Mean squared error
DC Determination coefficient
SSD Sum of squared derivatives
PILUBE PI-based LUBE
PIBS PI-based Bs
PIMVE PI-based MVE
PIDelta PI-based Delta
CWC Coverage width criterion
CBS* The cost function for optimizing ANNs parameters
PICP PI coverage probability
PIVAW PI normalized average width
PACF Partial autocorrelation function
CVUV CV index of uncertainty values
CVo CV index of observations
|U2 L| Difference between the upper and lower bounds
symN* Symlet wavelet function symbol
dbN* Daubechies wavelet function symbol
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ANNs* An ANNmodel to estimate target noise variances
ANNy* An ANNmodel to estimate the mean of the target

APPENDIX B

List of Symbols

Items with an asterisk are in the supplemental material.
No The output signal from neuron o
Xp The pth input to the network
n Number of samples
ni Number of inputs
Wj,k The detailed coefficient
Wĵ,k The modified coefficient
Tj Universal threshold value
ŝ The noise standard deviation [Eq. (4)] of time

series (here, input vector)
y Target vector
x Input vector
my(x) Mean of the target
« Target noise
w The set of regression parameters (or ANN

weight vector)
ŵ Estimated weight vector
m̂y(x; ŵ) Estimated mean of the target or ANN/regression

output
s2 Total ANN output variance [as described in

Eq. (9)]
s2
m̂y(x; ŵ) Model variance

s2
ê

Noise variances of the target
t12(a/2),df Equal to 12 (a/2) cumulative Student’s t distri-

bution and freedom degree of df
ŷLi

The upper estimated bound
ŷUi

The lower estimated bound
yi The ith sample of the real target
R Target interval magnitude (ymax 2 ymin)
h A hyperparameter to control CWC
m The nominal confidence value and is equal to

(a 2 1)%
l Regularization parameter
d* The number of ANN parameters
r2i * A set of residuals of variance squared in BS and

MVEmethods
m̂b

yi
(xi; ŵ)* The ith point sample predicted by the bth model

in the BS method
w** The set of optimal ANN parameters
gT0 * The output gradient for parameters of w* and

new dataset
F* The Jacobian matrix
O* The new dataset (test data)
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