
1.  Introduction
River discharge is a crucial indicator to understand terrestrial water cycles and supplies necessary information 
about water resource management (Adnan et al., 2020). Direct measurement of river discharge, such as employ-
ing the acoustic Doppler current profiler, is complicated, costly, time-consuming, and labor-intensive because 
it requires a number of current sensors and repeated surveys performed by boats and is thus unsafe under unfa-
vorable flow and weather conditions (Gisen & Savenije, 2015; Matte et al., 2018). Other noncontact methods, 
including large-scale particle image velocimetry (LSPIV) (Akbarpour et al., 2020) and remote sensing (Kebede 
et al., 2020), have recently begun to be used for discharge measurements. Nevertheless, the use of these meth-
ods in contiguous monitoring of river discharge is not feasible; for example, LSPIV cannot measure discharge 
in large rivers because of limited camera coverage, while satellite images are not always available due to cloud 
cover, particularly during rainy seasons. As a result, at hydrological stations situated on rivers worldwide, flow 
discharge is not directly measured; rather, it is indirectly estimated either from the widely used stage-discharge 
rating curve (RC) method or from cubature, rating-fall, tide-correction, and coaxial graphical-correction meth-
ods (Matte et al., 2018), in which the stage (water level) is recorded at specific intervals (e.g., daily, hourly, or 
sub-daily) depending on the goal of the measurements. Due to technical, financial, maintenance and political 
instability issues, long-term flow discharge datasets may have gaps, resulting in the loss of information or the 
misinterpretation of historical flow regime changes and hydrological processes (Tencaliec et al., 2015). There-
fore, it is important to reconstruct missing discharge values to reliably provide helpful information for water 
resource management at the basin scale.

Several methods, including statistical methods, numerical models, and machine learning (ML) algorithms, have 
been employed to predict river flows. Recently, ML techniques, such as support vector regression (SVR) (Adnan 
et al., 2020; Luo et al., 2019), random forest (RF), Gaussian process regression (GPR) (Sun et al., 2014), M5 
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model tree (Nourani et al., 2019), decision tree (DT) (Choi et al.,2019), least squares support vector machine 
(LSSVM) (Rezaali et  al.,  2021), multivariate adaptive regression spline (MARS) (Jeihouni et  al.,  2020), and 
adaptive neuro-fuzzy inference system (Hadi & Tombul, 2018a) models, have been increasingly used because 
they are powerful, robust and efficient algorithms for streamflow prediction given their advantages compared to 
traditional approaches (Khan et al., 2016; Liu et al., 2020; Mispan et al., 2015).

SVR is easily adaptable for use in multiple engineering disciplines and, in many cases, outperforms other meth-
ods, such as artificial neural networks and DTs (Raghavendra & Deka, 2014). Luo et al. (2019) developed 14 
ML techniques to predict the monthly discharge of the Jinsha River in Iran, revealing that a hybrid SVR method 
performed better than a generalized regression neural network (GRNN). In modeling the monthly discharge in 
the Swat River basin in Pakistan, Adman et al. (2020) found that least squares SVR was superior to other ML 
models and was recommended for monthly streamflow forecasting without local data. The RF nonparametric 
algorithm is a type of DT algorithm that includes an ensemble collection of unrelated trees for classification 
and regression purposes (Breiman, 2001). The advantage of using an RF over a single DT is the reduction in 
variance achieved by creating several trees, in which each tree is constructed based on a leverage sample of the 
training database (James et al., 2013). In an attempt to predict the water level in an urban reservoir in Atlanta, 
Georgia, Obringer and Nateghi (2018) demonstrated that an RF was the most accurate predictive model among 
the nonparametric ML algorithms considered, and the proposed method is highly transferable to other reser-
voirs. RF algorithms have been used to reliably predict the outflows of nine reservoirs in California, given reli-
able input parameters related to precipitation, reservoir inflows, reservoir storage, and downstream conditions 
(Yang et al., 2016). GPR is a Bayesian learning technique for model approximation, multivariate regression, 
and experimental design (Rasmussen & Williams, 2006). The power of GPR compared to other ML models is 
that it simplifies the integration of several ML functions, including hyperparameter evaluation, model train-
ing, and uncertainty quantification (Rasmussen & Williams, 2006; Sun et al., 2014). Thus, GPR is relatively 
uninfluenced by subjectivity, and the results can easily be interpreted (Sun et al., 2014). Zhu et al. (2018) used 
a GPR model to estimate the streamflow in the Jinsha River; they reported that GPR performed better than a 
GRNN but was not good at predicting extreme flows. Sun et al. (2014) established a GPR model to simulate 
monthly streamflow in 438 river basins in the U.S. (MOPEX database); they revealed that the GPR model 
outperformed regression methods in most basins.

Most recently, advanced ML techniques, including LSSVM and MARS, have received intense attention in hydro-
logical studies. Wang et al. (2020) proposed a new method to predict the evaporation of arid areas in China by 
applying the MARS method. In a digital application, Jeihouni et al. (2020) employed the MARS model to map 
soil moisture retention parameters using only satellite data with less prediction uncertainty and high accuracy 
results. Additionally, Safari (2020) employed MARS and multi non-linear regression (MNLR) to improve the 
precision of predicting sediment accumulation in open channel flow areas.

Regarding the prospects for the application of the LSSVM model, Rezaali et al. (2021) used this advanced model 
for highly accurate forecasting of the urban water demand in Qom, Iran. In addition, the LSSVM model was used 
for water resource management by enhancing the accuracy of the prediction of mid-to long-term streamflow 
(Zhao et al., 2021). In methane transport modeling, Taherdangkoo et al. (2021) employed the LSSVM model to 
estimate methane solubility in aquatic environments for a variety of temperatures and pressures. Moreover, the 
LSSVM model was demonstrated to be effective for forecasting the quality of the air in the Yangtze River Delta 
of China (Zhou et al., 2020). Because numerous ML models are available, researchers may struggle to determine 
which ML model is appropriate for a particular problem. Unfortunately, no ML algorithm provides a satisfactory 
result for all problems involving hydrological processes, and many methods remain in the development stage. 
Although the SVM, RF, DT, LSSVM, MARS, and GPR models have been widely employed in various research 
fields (e.g., Jeihouni et al., 2020; Granata et al., 2017; Kisi & Parmar, 2016; Panahi et al., 2020; Rezaali et al., 
2021), their application in estimating river discharge has been limited (e.g., Tongal & Booij, 2018; Yaghoubi 
et al., 2019). Therefore, this study employs these techniques to explore their power/applicability in reconstructing 
the daily discharge in the Mekong River.

Hydrological data are highly nonstationary (Yarar, 2014), and ML models, or artificial intelligence models in 
general, have demonstrated limitations in coping with nonstationary phenomena (Nourani et al., 2017). More-
over, hydrological data often contain seasonal effects driven by hydrologic cycles. It is therefore necessary to 
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perform data pre-processing before applying ML models, and Fourier series fitting can decompose complex 
original hydrological data into sub-signals with a variety of valuable features to interpret the time series structure 
and clarify spectral and temporal information (Nourani et  al.,  2019). Another challenging task in simulating 
hydrological processes using ML models is model input selection. Too many or too few model inputs may intro-
duce noise, increase model complexity and increase the model run time; both instances can lead to poor model 
performance (Tran et al., 2015). A traditional approach in model input selection involves the use of a rank-based 
correlation coefficient, such as the Pearson correlation coefficient, to reflect the linear relations among variables 
(Zhu et al., 2018). Another more advanced metric is mutual information (MI), which can help reduce the number 
of model inputs (Nourani et al., 2017). Although MI, as a nonlinear measure used to explain one variable based on 
another random variable, is useful in reducing simulation effort, its application in the field of hydrology remains 
limited. This study used both MI and the Pearson correlation coefficient to derive the dominant model inputs after 
data pre-processing by standardization to remove trends related to the variance and mean; additionally, Fourier 
series fitting was performed to remove seasonal effects, and first-order differencing was used to convert a nonsta-
tionary data set to a stationary data set.

Most previous studies reconstructed/predicted monthly and annual averaged discharge series (Adnan 
et al., 2020; Hadi & Tombul, 2018b; Khalil et al., 2001; Liu et al., 2020; Sun et al., 2014; Yarar, 2014; Zhu 
et al., 2016), and studies that have reconstructed daily-averaged series are scarce. This scarcity is likely due 
to data availability and the complex non-stationarity and nonlinearity of daily averaged data. Notably, the 
complexity of hydrological data is increased by the effects of tides in the major deltas worldwide, such as 
the Vietnamese Mekong Delta (VMD), which is the study area considered in this paper. In tidal deltas, flow 
discharge is seasonally variable, with riverine and marine dominance in the flood and dry seasons, respec-
tively. River tides are largely nonstationary and nonlinear because tides are governed by the effects of hundreds 
of major and minor astronomical factors (Moftakhari et al., 2013); thus, analyses of flows in tidally affected 
rivers are complicated by the appearance of a large number of frequencies (Hoitink & Jay, 2016). Spatial accel-
eration, friction, and discharge gradients also control river-tide interactions, making the direct estimation of 
fluvial discharge challenging (Hoitink & Jay, 2016). Being nonstationary, water levels in tidally affected rivers 
are continuously variable during spring-neap tidal cycles, which has led to a consensus that water levels at tidal 
stations are not the same under different tidal conditions (Hoitink & Jay, 2016). Moreover, tides may increase 
the water surface gradient and river slope (Jay et al., 2011) to transport more river water during spring tides 
than during neap tides. Such an increase in the water surface gradient is necessary to enhance the transport 
capacity of rivers against the increased river friction generated by high discharge amplitudes during spring 
tides (Buschman et al., 2009).

Moftakhari et al. (2013) proposed a conceptual modeling tool for tidal discharge estimation (TDE) based on 
sets of governing equations by combining theories of astronomical forcing, tidal constituents, and friction to 
hindcast the monthly averaged tidal discharges in the San Francisco Bay. Although the estimation was prom-
ising, the use of the TDE model is complicated, and many hindcast parameters and extended periods of data 
observations are required (Gisen & Savenije, 2015); because these are system specific, their application to 
other tidally affected rivers, particularly in developing countries, where river systems are largely ungauged, 
is difficult. Gisen and Savenije (2015) developed a semi-empirical approach to compute bankfull discharge 
in ungauged estuaries by combining hydraulic geometry and hydrodynamic theories. The methodology devel-
oped included five main components, namely, estuary geometry, freshwater discharge upscaling, tidal dynam-
ics, regime relations, and estuarine flood number estimation. The derived discharges are estimated with high 
confidence; however, the application of this method is relatively challenging due to the introduction of several 
restriction criteria. Moftakhari et al.  (2016) developed the multiple-gauge tidal discharge estimate (MTDE) 
method to estimate the discharge in tidal rivers in North America using tidally observed data at multiple 
stations near estuaries. The MTDE method can estimate the discharge with a temporal resolution of less than 
a week; this resolution is finer than that of the TDE method. However, the major shortcoming of the MTDE 
method is the need for at least three tide gauges, one of which must be near the ocean. This is not applicable 
in most of the world's tidal rivers because hydrological stations are relatively far from the river mouths (Gisen 
& Savenije, 2015).

RC has been widely used to reconstruct missing data in deltas, although a special focus must be placed on vari-
ous tasks, such as establishing RCs for the rising and falling limbs separately (Binh, Kantoush, et al., 2021). 
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Moftakhari et al. (2015) employed the RC method to reconstruct daily discharge and sediment delivered to San 
Francisco Bay by dividing the water level data into two subsets (i.e., <6.2 and >6.2 m) according to the effect of 
flooding. However, the RC method involves several limitations and uncertainties induced by dynamic changes in 
river geometry and roughness or the effects of backwater and tides (Matte et al., 2018). Uncertainties also arise 
from the difficulty in measuring the discharge during extreme floods for updating the RCs. Studies reported in 
the literature have shown that conventional approaches such as the RC and TDE methods have their own limita-
tions and uncertainties under the effects of reversing tidal flow, tidal Stokes drift, spring-neap tidal cycle, lateral 
circulation, estuarine dynamics, and the occurrence of multiple branches in estuaries (Moftakhari et al., 2016). 
Therefore, the use of ML models in discharge estimation is expected to overcome the shortcomings of their 
conventional counterparts. Although ML models have been proven to be an efficient and promising tool, their 
application for daily-averaged discharge prediction in tidally affected rivers remains uncommon worldwide. In 
the VMD and Mekong River, no study has used ML algorithms to reconstruct daily-averaged discharge. One of 
the advantages of using ML models is that they are highly transferable to other river systems with little effort in 
acquiring a variety of datasets required compared to conceptual, statistical, and numerical models, making them 
time-saving and cost-effective.

This study developed a robust methodology to reconstruct missing daily-averaged discharge values in a tidally 
affected river in the VMD using ML techniques. First, the model inputs using multi-station data with respect 
to upstream-downstream relations were optimized by employing MI and Pearson correlation coefficients 
after three-step data pre-processing. SVR, GPR, RF, DT, LSSVM, and MARS models were then used and 
compared to determine the most reliable model. Finally, the best model(s) was further evaluated considering 
the seasonal patterns of the input data. The purpose of this analysis was to answer the following question: can 
ML approaches increase the daily-averaged discharge reconstruction accuracy considering seasonal patterns? 
In this study, we employed ML models using multi-station input data to reconstruct daily-averaged discharges 
in a tidally affected river. The use of only the water levels at multiple upstream stations as inputs into the 
ML models has two major advantages. First, the water level is directly, easily, and cheaply monitored in 
river systems, whereas direct discharge measurement is time-consuming, expensive, and impractical. Second, 
during extreme events, it is impossible to measure the discharge due to safety concerns (i.e., having to operate 
a boat in a flooded river), whereas measurements of the water level can be obtained anywhere, at any time, and 
under all conditions, although river gauges can fail or become compromised (Helaire et al., 2020). Finally, the 
method developed in this paper can easily be adopted for any river system even though ML models contain 
black box algorithms.

2.  Case Study and Used Data Set
The Mekong River is the eighth largest river globally in terms of the annual discharge of 475 km 3 (Grum-
bine et al., 2012), and it flows through six countries from the watercourse in China to the ocean in Vietnam. 
The VMD (Figure 1a) has been formed and propagated over the last 6,000 years (Ta et al., 2002) by water 
and sediment transported by the Mekong River (Binh, Kantoush, & Sumi,  2020). The flow regime in the 
VMD is seasonally variable, with two distinct flood and dry seasons (Binh, Kantoush, Saber, et al., 2020). 
August-October (flood months) is when approximately half of the annual discharge occurs, and approximately 
8% occurs in February-April (dry months). The VMD faces many hydrological problems, such as floods, 
droughts, and salinity intrusion (Eslami et al., 2019; Hoa et al., 2007; Kantoush et al., 2017; Loc et al., 2021; 
Triet et al., 2017). La Niña and El Niño have caused periodic occurrences of extreme floods (e.g., 1996, 2000, 
and 2011) and droughts (e.g., 1993, 1998, 2005, 2010, 2015, and 2020), resulting in tremendous damage to 
the delta. The flow regime in the delta is influenced by tides, with strong tidal effects in the dry season (peak 
in dry months) and fewer tidal effects in the flood season (Gugliotta et al., 2017). In dry seasons, tidal effects 
are observable at Phnom Penh, Cambodia, which is approximately 320 km from the river mouth (Gugliotta 
et al., 2017). The semidiurnal tide in the East Vietnam Sea (Figure 1a) causes the discharge hydrograph to have 
two peaks and two troughs daily.

Tan Chau and Chau Doc (in the Tien and Hau Rivers, respectively) are the first two major hydrological gauges 
(tidally affected) at the entrances of the VMD, and the historical data series obtained at these stations are longer 

 19447973, 2022, 5, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021W

R
031048 by C

ochrane Japan, W
iley O

nline L
ibrary on [27/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

THANH ET AL.

10.1029/2021WR031048

5 of 24

than those obtained at newer hydrological gauges. Tan Chau conveys approximately four times more water than 
Chau Doc (Binh, Kantoush, et al., 2021). Hourly discharge at Tan Chau was persistently monitored from 1996 to 
2015, whereas daily-averaged discharge (from 1980 to 1995) was available several months per year (Figure 1b). 
The hourly discharge from 1996 to 2015 was averaged over a day to create the daily-averaged discharge, which 
is equivalent to the de-tided discharge (Binh, Kantoush, et al., 2021); however, the tidal effect does not disappear 
completely (Hoitink & Jay, 2016). A frequency analysis of the observed daily-averaged discharge at Tan Chau 
from 1980 to 2015 (Figure 1c) shows that the majority of the discharge values are less than 6,500 m 3/s (39%) 
and vary from 16,250 to 22,250 m 3/s (31%); only 2% of the daily-averaged discharge values exceed 22,500 m 3/s. 
Given the importance of understanding long-term flow variations when assessing the corresponding causes, 
consequences, and appropriate actions, it is important to fill the gaps in the historical records. In this study, ML 
algorithms were used to reconstruct the missing daily-averaged discharge values at Tan Chau and to establish a 
framework for the other stations in the VMD.

The VMD receives water directly from the Mekong River, and Kratie is a gauging station at the apex of the 
Mekong Delta (from the Cambodian Mekong Delta) (Figure 1a). Tonle Sap Lake in Cambodia is of utmost 
importance in naturally regulating the flow in the VMD to the extent that the lake retards flood water and 
reverses the flow back to the VMD in the dry season (Park et al., 2022; Pokhrel et al., 2018). Tonle Sap Lake 
is connected with the Mekong River by the Tonle Sap River, and Prek Kdam is an important gauging station 
that records the exchanged flow regimes (Figure 1a). Figures 1d–1f show that the flow pattern at Tan Chau is 
physically consistent with those at Kratie and Prek Kdam, with similar rising (April–September) and falling 
(October–March) limbs.

Figure 1.  (a) The Mekong River basin and the Vietnamese Mekong Delta (VMD): the main rivers and hydrological stations. 
The tidally affected and non-tidally affected hydrological stations are distinguished by different colors. (b) Observed daily-
averaged discharge values at Tan Chau (1980–2015) with the periods of training and testing in the machine learning (ML) 
models indicated. (c) Histogram showing the frequency of the daily-averaged discharge at Tan Chau from 1980 to 2015. 
Mean monthly discharge values at (d) Tan Chau and the water levels at (e) Kratie and (f) Prek Kdam from 1996 to 2015 show 
similar seasonality for flow regimes. The data in (d–f) were sorted to clearly illustrate the rising (gray bars) and falling limbs 
(green bars).
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In reconstructing the daily-averaged discharge at Tan Chau using the ML models, data from multiple upstream 
stations, that is, the daily-averaged water levels at Kratie and Prek Kdam, were used. The Mekong River Commis-
sion provided water level data at Kratie and Prek Kdam from 1980 to 2015 (https://portal.mrcmekong.org/
time-series). Using water levels as the input data is practically feasible because these values, rather than discharge 
values, are directly monitored at all hydrological stations on the Mekong River. Researchers can request such 
data from the Mekong River Commission. The daily-averaged discharge data at Tan Chau collected from 1980 to 
2015 (38.8% of the data are missing) were obtained from the Vietnam National Centre for Hydrometeorological 
Forecasting. The outcomes from the ML models were compared to those from the conventional RC to assess the 
applicability of ML in the VMD and tidally affected river systems in general.

3.  Proposed Method and Materials Used
3.1.  Data Pre-Processing and Model Input Selection

Figure 2 shows the methodology proposed in this study. Six ML models were built considering the input data at 
multiple upstream stations (i.e., water levels at Kratie and Prek Kdam) to assess the trends at individual stations 
and the combined contributions to the results. In the ML models, the tidal effect is implicitly considered in the 
target model (output) because the input water levels are not affected by tides. The results from the ML models 
were compared with those obtained from linear stage-discharge RCs at the station examined (Tan Chau). These 
RCs were separately established based on both year-round data and data for the rising and falling limbs, following 
the work of Binh, Kantoush, et al. (2021). One of the purposes of this approach was to understand the advantages 
of nonlinear models with ML versus linear regression models based on RCs.

In this study, we applied three data pre-processing steps for the raw normalized datasets. The first step was stand-
ardization to remove trends related to the variance and mean from the datasets; the second step was the removal 
of seasonal effects through Fourier series fitting because the data were influenced by seasonality (Figure 1b); 
the third step was first-order differencing to convert a nonstationary data set to a stationary data set. Then, MI 
and correlation coefficient methods were applied to determine the dominant model inputs, accounting for time 
lags. The correlation coefficient was used in the analysis because it defines the dependence of two independent 
variables in time and space; therefore, it is a kind of temporal correlation for time series with different time lags.

To remove the seasonal influence from time series data, a fitting Fourier series model was used. The basic 
concept of this Fourier series model for time series decomposition was proposed by Delurgio (1998) as follows:

�� = � + �� +
∑�

�=1
(�� cos ��� + �� sin��)� (1)

Figure 2.  Flowchart of the study showing the research steps.
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where Xt is the fitted value at time t; a is a constant related to the series level; b is the trend estimate of the series; 
aj and bj (j = 1, 2, 3, …, k) are Fourier coefficients; w is the Fourier frequency; and k is the highest harmonic of w.

The first-order differencing method has been widely used as a simple procedure to convert nonstationary time 
series to stationary time series, as proposed by Anderson (1976). In other words, a new data set of a variable can 
be obtained from a measured data set by subtracting the value of that variable at time t − 1 (Xt−1) from its value 
at time t (Xt). This method can be expressed as follows:

𝑌𝑌𝑡𝑡 = 𝑋𝑋𝑡𝑡 +𝑋𝑋𝑡𝑡−1� (2)

MI is a quantitative metric based on information entropy, and it expresses the dependence or cooperation among 
random variables (Akca & Yozgatlıgil,  2020). Unlike traditional correlation metrics, MI does not require an 
assumption based on dependence, and the provided mutual information encompasses both linear and nonlinear 
relationships. MI stems from Shannon entropy in information theory (Shannon, 1948). The discontinuous random 
variable x (from x1 to xn) and probabilities (from P1 to PN) are expressed by the following equation:

𝐻𝐻(𝑥𝑥) =

𝑁𝑁
∑

𝑖𝑖=1

𝑃𝑃 (𝑥𝑥𝑖𝑖) 𝐿𝐿𝐿𝐿𝐿𝐿 [𝑃𝑃 (𝑥𝑥𝑖𝑖)]� (3)

The MI criterion is the amount of information shared among discontinuous variables X and Y (Yang et al., 2000). 
It is assumed that the two variables x and y correspond to probabilities m and n, and the ranges of these proba-
bilities are indicated by i and j, respectively. Accordingly, MI is defined as MI(X, Y), where A and B share MI.

MI(�, � ) =
�
∑

�=1

�
∑

�=1

��� (�1, �1)log
(

��� (�1, �1)
�1(� = ��)�2(� = ��)

)

� (4)

In this equation, Pi is the probability of i; P(i, j) is the joint probability of i and j.

Based on the results of the MI and correlation coefficient analyses, five dominant model inputs were used: the 
water levels at Kratie at t–1 (WKt−1) and t–2 (WKt−2) and the water levels at Prek Kdam at t (WPt), t−1 (WPt−1), 
and t−2 (WPt−2). In this case, t is the selected time, and t–1 and t−2 are the 1- and 2-day lagged times, respec-
tively. Notably, the flow at Prek Kdam changes sooner than the flow at Kratie because Prek Kdam is closer to Tan 
Chau than is Kratie. The time lag concept is not considered in the RC model.

3.2.  ML Models: Theoretical Background and Optimization

In the ML models, we considered three periods for the training data set (70% of the data), namely, 1980–1983, 
1996–2007, and 2012–2015, and two periods in the testing data set (30% of the data), namely, 1984–1995 and 
2008–2011. The training data set was selected to represent all kinds of flow events, ranging from flood years 
(e.g., in 2000) to drought years (e.g., in 2015). Similarly, the testing data set covered both flood years (e.g., in 
2011) and drought years (e.g., in 2010). For each ML method, we established the theoretical background and 
adjusted hyperparameters for model optimization.

3.2.1.  Decision Tree

DT is an ML method used for prediction and classification (Quinlan, 1986). This method has been employed in 
various studies due to its simplicity and high predictive accuracy (Choi et al., 2019).

A DT could predict responses by converting the observed values of features in ML models. These models are 
based on the relationship between the predictor and the response for a given data set. A DT defines each param-
eter and determines distinct values based on the impurities observed at roots. Therefore, the DT approach is 
straightforward to implement; nevertheless, its reliability is sometimes inadequate because it is prone to overfit-
ting and linear regression loss (Ragettli et al., 2017). Therefore, to limit the likelihood of overfitting and inaccu-
racy, the tree size should be determined via cross-validation (Choi et al., 2020).

This study used fine tree regression and ensemble boosting regression to train the ML model. The correspond-
ing DTs were compared with other models to find a suitable DT for reconstructing missing data at the analyzed 
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station. Each DT is composed of an initial point (root) and an ultimate point (leaf) in tree form (Saghafi & 
Arabloo, 2017). The main tuning hyperparameter in DTs is the minimum leaf size. Leaf size was used to train 
the DT-based ML model, while trees were used to search for the optimal result (Krzywinski & Altman, 2017).

3.2.2.  Gaussian Process Regression

The GPR paradigm is a probabilistic non-parametric kernel model (Rasmussen & Williams, 2006). The GP is a 
potential algorithm for calculating the ideal distribution of flexible and malleable regression and classification 
modeling techniques that are not restricted to basic parametric forms (Weir et al., 2019). Furthermore, one of 
the GPR's advantages is its wide range of covariance coefficients. Notably, functions with varying degrees of 
smoothness or other kinds of contiguous structures may be employed. This enables the user to make an acceptable 
choice (Rasmussen & Nickisch, 2010). Furthermore, GPR models may determine the distributions of functions 
using one or more input parameters (Rasmussen & Williams, 2006). When such functions are used to calculate 
the average response of the regression model with Gaussian error, the related matrix computations may be modi-
fied for inference; this technique is useful for training datasets with a large number of samples (Neal, 1997; Weir 
et al., 2019).

In detail, GPR analyses the training database 𝐴𝐴 {(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖) ; 𝑖𝑖 = 1, 2, ..., 𝑛𝑛} , in which 𝐴𝐴 𝐴𝐴𝑖𝑖 ∈ 𝑅𝑅
𝑑𝑑 and 𝐴𝐴 𝐴𝐴𝑖𝑖 ∈ 𝑅𝑅 ; both factors 

were selected from an undefined population. GPR models estimate values of the response parameter 𝐴𝐴 𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛 based 
on the new input variable 𝐴𝐴 𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛 and the training database. The corresponding linear equation is expressed as 
follows (Rasmussen & Williams, 2006):

𝑦𝑦 = 𝑥𝑥
𝑇𝑇
𝛽𝛽 + 𝜀𝜀𝜀� (5)

where the error term ε ∼ N(0, σ 2), the predictor observation N, the error variance σ 2, and the coefficient β are 
determined from the database.

Moreover, the GPR model's building blocks include a GP that uses a random variable to convert objective func-
tions (Rasmussen & Williams, 2006). Therefore, a Gaussian second-order statistic is established, and the new 
form of the GP is as follows:

� (�) ∼ ��
[

�(�), �
(

�, �′)]� (6)

in which m(x) and �(�, �′) are the mean and covariance functions, respectively.

The predicted observation values are the same as those obtained with Equation 5, but the corresponding vari-
ances depend on the noise in the observation set (Weir et al., 2019). To convert GPR to a covariance function, 
Equation 6 is implemented for all plausible compositions of points, and the result is rewritten in three matrices 
(Rasmussen & Williams, 2006):

�(�,�) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

�(�1, �1) �(�1, �2)⋯ �(�1, ��)

�(�2, �1) �(�2, �2)⋯ �(�2, ��)

⋮ ⋮ ⋮

�(��, �1) �(��, �2)⋯ �(��, ��)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

� (7)

To optimize the GPR training models, k(x,x′) is normally parameterized using a group of kernel parameters (θ), 
known as tuning hyperparameters. k(x,x′) is denoted as k(x,x′|θ) to explicitly specify the dependence on θ (Sun 
et al., 2014). Hence, θ and ε in Equation 5 are the major tuning hyper-parameters in this paper.

3.2.3.  Support Vector Regression

SVR, first developed by Vapnik (2013), has been extensively applied for classification and prediction in many 
research domains. The basic equation in SVR is as follows:
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𝑓𝑓 (𝑥𝑥) = 𝜔𝜔
𝑇𝑇
𝜙𝜙(𝑥𝑥) + 𝑏𝑏𝑏� (8)

in which ϕ is a mapping function with a weight of ω and b is a scalar. T is the inner product/dot product parameter 
of the hyperplane equation. The widely used regression form of SVR, ε-SVR, was applied in this paper. Consid-
ering Ns training samples, the ordinary formula for ε-SVR is provided by Vapnik (2013):

min
�,�,�,�∗

1
2
��� + �

��
∑

�=1

(

�� + �∗�
)

� (9)

Subject to 𝐴𝐴 𝐴𝐴
𝑇𝑇
𝜙𝜙 (𝑥𝑥𝑖𝑖) + 𝑏𝑏 − 𝑦𝑦𝑖𝑖 ≤ 𝜀𝜀 + 𝜉𝜉𝑖𝑖,

𝑦𝑦𝑖𝑖 − 𝜔𝜔
𝑇𝑇
𝜙𝜙 (𝑥𝑥𝑖𝑖) − 𝑏𝑏 ≤ 𝜀𝜀 + 𝜉𝜉

∗

𝑖𝑖
,�

𝜉𝜉𝑖𝑖, 𝜉𝜉
∗

𝑖𝑖
≥ 0, 𝑖𝑖 = 1, 2, ......, 𝑁𝑁𝑠𝑠,�

where C is used to signify the penalized variable, and ξi and 𝐴𝐴 𝐴𝐴
∗

𝑖𝑖
 are the slack variables, which specify the upper and 

lower bounds, respectively, of the training errors, considering the error tolerance ε (Chen & Pawar, 2019). The 
optimization problem in Equation 9 can be handled with the aid of a collection of Lagrange multipliers: αi and 𝐴𝐴 𝐴𝐴

∗

𝑖𝑖
 

(Chen & Pawar, 2019; Schölkopf & Smola, 2002). By adopting a typical quadratic programming technique, this 
process allows the optimization issues to be addressed quickly in dual format (Shevade et al., 2000). As a conse-
quence, the second equation utilized to solve the SVR optimization problem is as follows (Chen & Pawar, 2019; 
Schölkopf & Smola, 2002; Shevade et al., 2000):

min
��,�∗�

1
2

��
∑

�,�=1

(

�� − �∗
�

) (

�� − �∗
�

)

�(��, ��) + �
��
∑

�=1

(

�� + �∗
�

)

+
��
∑

�=1

��
(

�� − �∗
�

)

� (10)

subject to 𝐴𝐴
∑𝑁𝑁𝑠𝑠

𝑖𝑖=1

(

𝛼𝛼𝑖𝑖 − 𝛼𝛼
∗

𝑖𝑖

)

= 0,

0 ≤ 𝛼𝛼𝑖𝑖, 𝛼𝛼
∗

𝑖𝑖
≤ 𝐶𝐶𝐶𝐶𝐶  = 1, 2, ..., 𝑁𝑁𝑠𝑠,�

where K(xi, xj), the kernel function, is the inner product of ϕ (xi) and ϕ (xj). The linear kernel, the polynomial 
kernel, the radial basis function (RBF) kernel, and the hyperbolic tangent kernel are all frequently used kernel 
functions. In this research, the SVR model was trained using the RBF kernel, as follows (Chen & Pawar, 2019; 
Schölkopf & Smola, 2002):

(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) = exp
(

−𝛾𝛾‖𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗
2

2
‖

)

, 𝛾𝛾 𝛾 0� (11)

By using αi and 𝐴𝐴 𝐴𝐴
∗

𝑖𝑖
 , the predictive model is expressed as follows (Chen & Pawar, 2019):

∧
� (�) =

∑��

�=1
(−�� + �∗

� )�(��, �) + �� (12)

The matrix for the nonnegative module of (−αi + 𝐴𝐴 𝐴𝐴
∗

𝑖𝑖
 ), where i = 1, 2, …, Ns, is referred to as the linear kernel. The 

SVR model can output all the support vectors if an input x is given. In this study, the three tuning hyperparameters 
C, γ, and ε were used to optimize the predictive models, and default values were used for all the variables.

3.2.4.  Random Forest

RF is a classification and regression technique based on DT (Breiman, 2001). RF regression is also characterized 
as an ensemble-based ML technique that generates a set of input variables (known as training datasets and predic-
tions) to create numerous regression trees. These trees can be merged to provide more precise and reliable results 
(Liaw & Wiener, 2002). Moreover, each DT regression in the ensemble is trained utilizing bootstrap samples or 
a sampling bag from the training data set to ensure that it performs well. Ultimately, each tree node is divided 
using binary splits based on a selection of randomly chosen predictors, with each split resulting in a different 
outcome (Liaw & Wiener, 2002). The RF method generates various independent DTs, which are described as 
follows (Breiman, 2001):
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ℎ� (�) =
1

���

∑�

�=1
ℎ�(�)� (13)

where hi(x) is a DT and NDT is defined as the total number of DTs.

The number of DTs in the forest (N_Est) serves as one of the tuning hyperparameters in the optimum RF model, 
while the maximum depth of DTs (Max_D) and number of features are used to search for the best split (Max_F) 
(Kim & Shin, 2020).

3.2.5.  Least Square Support Vector Machine

The LSSVM model is regarded as a more straightforward variant of the SVM regression model (Suykens & 
Vandewalle, 1999) and is more flexible than the original SVM method. Moreover, instead of utilizing quadratic 
programming to tackle regression problems, it is beneficial to determine a linear set of equations using a support 
vector to solve them more rapidly (Suykens et al., 2002).

A target training data set is determined as {xk, yk}, k = 1, 2, …., N, in which 𝐴𝐴 𝐴𝐴𝑘𝑘 ∈ 𝑅𝑅 stands for the kth input 
data; 𝐴𝐴 𝐴𝐴𝑘𝑘 ∈ 𝑅𝑅 is the output parameter for the given input parameter; and N is the amount of data trained (Ahmadi 
& Ahmadi,  2016). By considering the nonlinear function 𝐴𝐴 𝐴𝐴(.) , the following regressed equation is generated 
(Suykens & Vandewalle, 1999):

𝑦𝑦 = 𝜔𝜔
𝑇𝑇
𝜑𝜑(𝑥𝑥) + 𝑏𝑏� (14)

in which 𝐴𝐴 𝐴𝐴 is a weight vector; 𝐴𝐴 𝐴𝐴(𝑥𝑥) is the nonlinear function; T depicts the transpose of the matrix; and b denotes 
the bias parameter. According to Equation 14, this nonlinear function plots the input data set x into the n-infinite 
feature space (Vong et al., 2006). When the LSSVM is used, it introduces a unique optimizing case. The approach 
adopted tackles the following optimization issue:

min
�, �, �

�(�, �) = 1
2
��� + 1

2
�

�
∑

�=1

�2�� (15)

Equation 15 considers the following equality constraint:

� = ���(��) + � + �� � = 1, 2...., �� (16)

in which 𝐴𝐴 𝐴𝐴 represents the model parameters and takes into account the model's complexity and the training error 
(Mehdizadeh & Movagharnejad, 2011); 𝐴𝐴 𝐴𝐴𝑘𝑘 indicates the error in the regression. The Lagrangian is constructed in 
the following manner to seek a resolution to the unbounded optimization problem:

�(�, �, �, �) = �(�, �) −
�
∑

�=1

��
{

��� (��) + � + �� − ��
}

� (17)

in which 𝐴𝐴 𝐴𝐴𝑘𝑘 denotes the Lagrange multiplier or supporting value. In obtaining a solution for Equation 17, the 
transformation of the equation in terms of 𝐴𝐴 𝐴𝐴𝐴 𝐴𝐴𝐴 𝐴𝐴𝑘𝑘, 𝛼𝛼𝑘𝑘 is described as follows:

��(�, �, �, �)
��

= 0 → � =
�
∑

�=1

���(��)� (18)

𝜕𝜕𝜕𝜕(𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔)

𝜕𝜕𝜕𝜕
= 0 →

𝑁𝑁
∑

𝑘𝑘=1

𝛼𝛼𝑘𝑘 = 0� (19)

𝜕𝜕𝜕𝜕(𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔)

𝜕𝜕𝜕𝜕𝑘𝑘
= 0 → 𝛼𝛼𝑘𝑘 = 𝛾𝛾𝛾𝛾𝑘𝑘, 𝑘𝑘 = 1, 2, ..., 𝑁𝑁� (20)

��(�, �, �, �)
���

= 0 → �� = �(��)�� + � + ��, � = 1, 2, ..., �� (21)

When the parameters ω and e are removed, the Karush–Kuhn–Tucker system can be obtained as follows:
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[

0

1𝜐𝜐

1
𝑇𝑇

𝜐𝜐

Ω + 𝛾𝛾−1𝐼𝐼
]

[

𝑏𝑏

𝛼𝛼

]

=

[

0

𝑦𝑦

]

� (22)

In Equation 22, 𝐴𝐴 𝐴𝐴 = [𝑦𝑦1.....𝑦𝑦𝑁𝑁 ]
𝑇𝑇 ; 𝐴𝐴 1𝑁𝑁 = [1........1]

𝑇𝑇  ; 𝐴𝐴 𝐴𝐴 = [𝛼𝛼1.....𝛼𝛼𝑁𝑁 ]
𝑇𝑇  ; I is the identity matrix.

Ω� = �(��)� .� (��) = �(��, ��) ∀�, � = 1, 2, ...� ; �(��, ��) is the kernel function that must satisfy Mercer's 
condition (Li et al., 2008). Three options are available for the kernel function:

�(�, ��) = ��
� �� (23)

�(�, ��) =
(

� + ��
� �

)�� (24)

�(�, ��) = exp
(

−� − �2
�∕�

2)� (25)

Based on the above three options, the following is a description of the latest part of the LSSVM algorithm for 
parameter estimation:

�(�) =
�
∑

�=1

���(�, ��) + �� (26)

where τ denotes the slope; d represents the degree of the polynomial; σ 2 denotes the kernel sample variance; (b, 
α) stands for the answer to the equations' linear system illustrated in Equation 22. In this study, σ 2 and 𝐴𝐴 𝐴𝐴 were 
considered to be the two main hyperparameters for tuning the LSSVM model. These two parameters are vital for 
obtaining the optimal prediction performance for daily discharge in mega deltas.

3.2.6.  Multivariate Adaptive Regression Splines

MARS is defined as non-parametric regression technique proposed by Friedman (1991). It can map nonlinearities 
and interactions between parameters. MARS creates a predictive model (𝐴𝐴 𝑓𝑓  ) via the following equation:

𝑓𝑓 (𝒙𝒙) =

𝑘𝑘
∑

𝑖𝑖=1

𝛼𝛼𝑖𝑖𝐵𝐵𝑖𝑖(𝒙𝒙)� (27)

where 𝐴𝐴 𝒙𝒙 represents the vector that includes all the input variables; 𝐴𝐴 𝐴𝐴𝑖𝑖 represents the basis functions; 𝐴𝐴 𝐴𝐴 denotes the 
number of basis functions defined by the regression function; and αi denotes the ith constant coefficient. Addition-
ally, each basis function 𝐴𝐴 𝐴𝐴𝑖𝑖(𝒙𝒙) considers one of the following constraints: (a) a single basis function has a constant 
value approximately equal to 1; (b) a hinge function; (c) at least two or multiple hinge functions. A hinge function 
is illustrated by 𝐴𝐴 max(0, 𝑥𝑥 − 𝑐𝑐) or 𝐴𝐴 max(0, 𝑐𝑐 − 𝑥𝑥) , in which 𝐴𝐴 𝐴𝐴 is a constant, namely, a knot (Chen & Pawar, 2019).

The utilization of hinge functions supports MARS by splitting the response surface into different continuous 
areas. MARS constructs a model in two stages with forward and backward processes. MARS begins with a 
model that comprises the single basis function of 1. Then, MARS frequently includes paired basis functions for 
the available basis functions. In each iteration step, it searches for the pair of basis functions that minimizes the 
sum-of-squares residual error (SSRE), which is defined as follows (Friedman, 1991):

SSRE =
��
∑

�=1

(

�� − �̂ (��)
)2

� (28)

in which 𝐴𝐴 𝐴𝐴𝑠𝑠 denotes the number of training points; 𝐴𝐴 𝐴𝐴𝑖𝑖 is the ith output achieved from training datasets; and xi are 
the ith input variables of training points. The added terms repeat until the change in the residual error is less than 
a target value or the maximum allowable term value is obtained. The forward process often creates an overfit 
model. To prevent overfitting, a backwards process is implemented to shape the ML model. The model extracts 
one less effective term in a paired basis function at each step until the best sub-model is obtained. The term choice 
to be removed is based on the minimum value of the generalized cross validation (GCV). The GCV is defined 
as follows:
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��� = SSRE
�� ∗ (1 −��∕��)� (29)

where 𝐴𝐴 𝐴𝐴𝑒𝑒 indicates the number of effective terms. The backwards process permits the MARS method to build a 
model that integrates the good fit and model parsimony criteria. According to Friedman (1991), if MARS is given 
an input x, it can produce all the basis functions, 𝐴𝐴 𝐴𝐴𝑖𝑖(𝒙𝒙) , and their corresponding coefficients, 𝐴𝐴 𝐴𝐴𝑖𝑖 . In this study, the 
maximum number of terms and max_degree was the two main tuning hyperparameters, and all the remaining 
parameters were set to the default values.

3.2.7.  K-Fold Cross Validation and Grid Search Process for Hyperparameter Tuning

The data set was separated into two subsets (training [70%] and testing [30%]) to develop the DT, GPR, SVR, 
RF, LSSVM, and MARS models. These ML models can be adjusted by varying the hyperparameters that control 
model performance. First, the training data were subjected to k-fold cross-validation (k-FCV) to determine the 
optimal hyperparameters (Markatou & Hripcsak, 2005). The training samples were subdivided into k subsets: 
k−1 sets were used to train the models. The kth parameter was employed to assess the performance of the hyper-
parameters based on the validation data. For each candidate hyperparameter, the procedure was repeated k times. 
Then, the goodness of fit of the ML models was estimated based on four statistical indicators for the training 
and validation datasets, namely, the root mean square error (RMSE), correlation coefficient (r), Nash-Sutcliffe 
number (NSE), and mean absolute error (MAE).

The grid search (GS) process creates groups for all compositions of values based on the prescribed search extent 
of hyperparameters and assesses each group using k-FCV (Kanin et al., 2019). The lowest RMSE and MAE or 
the highest r and NSE help to decide the optimum hyperparameter values. The RMSE, r, NSE, and MAE were 
computed as follows:

RMSE =

√

√

√

√

1
�

�
∑

�=1

(��,� − ��,�)2� (30)

𝑟𝑟 =

𝑛𝑛

𝑛𝑛
∑

𝑖𝑖=1

(𝑌𝑌𝑖𝑖𝑖𝑖𝑖 × 𝑌𝑌𝑖𝑖𝑖𝑖𝑖) −

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖

√

𝑛𝑛

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖
2
−

(

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖

)2

√

𝑛𝑛

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖
2
−

(

𝑛𝑛
∑

𝑖𝑖=1

𝑌𝑌𝑖𝑖𝑖𝑖𝑖

)2
� (31)

NSE = 1 −
∑�

�=1 (��,� − ��,�)2

∑�
�=1

(

��,� − � �,�

)2� (32)

MAE =
∑�

�=1 |��,� − ��,�|

�
� (33)

In these equations, Yi,m, Yi,e, and n are the observed discharge, predicted discharge, and total number of observa-
tions, respectively. RMSE is the difference between the simulated and measured values. r expresses the agreement 
between the simulated and observed values. NSE represents how well the simulated data match the corresponding 
observed values. MAE measures the errors between the predictions and the observations.

4.  Results and Discussion
4.1.  Selection of the Optimization Models

The proposed ML models require many tuning hyperparameters to train the data set. Some of these variables 
are important for achieving satisfactory model performance; therefore, they must be defined appropriately. To 
evaluate the ML model performance in reconstructing the daily-averaged discharge, k-FCV and GS processes 
were applied to achieve the optimal hyperparameter values for the DT, GPR, SVR, RF, LSSVM, and MARS 
models. In the GS process, the search range was divided into 30 grid divisions, and each grid division was then 
assessed using k-FCV. In this work, 10-fold cross-validation was selected for ML model optimization. Then, 
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the GS process was used to determine the minimum MSE for all six ML models based on the specific ranges 
of parameters. Table 1 provides detailed descriptions of the variables employed in training the six ML models.

The DT model was first examined by the GS process. Leaf size was used as the key tuning parameter. As shown 
in Table 1, the optimal leaf size was 40, and the DT model achieved the best prediction performance at this leaf 
size. Next, the GPR model was employed to evaluate the prediction ability for the daily discharge. This study 
used θ and ε to achieve the best estimating outcome of the GPR scheme. The best values of θ and ε were 12,100 
and 68,500, respectively. The computational time to achieve the optimal tuning parameter of the GPR model 
was quite long because of the complex mathematical functions. Regarding the SVR model, three tuning param-
eters were used to achieve the desired predictive performance. Table 1 highlights the optimal values for various 
hyper-parameters. As previously mentioned, SVR can produce quick predictions to obtain the optimal tuning 
parameters. Following SVR, the RF model was applied to predict daily discharge at the Tan Chau station. N_Est, 
Max_D, and Max_F were used for the tuning process of the RF. The optimum values for the parameters were 310, 
60, and 0.96, respectively. The computational time of the GS process for RF to achieve the optimal values for the 
three tuning parameters was also relatively short.

Furthermore, this study adopted advanced LSSVM and MARS approaches to validate the most robust ML models 
and reconstruct the daily-averaged discharge in the mega delta. According to the LSSVM model, σ 2 and γ are 
the two key parameters for the tuning process. The computational cost of the LSSVM model was high compared 
to that of the prior four evaluated ML models. In addition, the MARS model was also used for the comparison. 
As mentioned earlier in ML theory, max-terms and max_degree were employed to determine the best prediction 
performance of the MARS model. By tuning these two parameters using the GS process, the optimal outcome of 
the MARS method to predict daily-averaged discharge at the Tan Chau station was achieved.

4.2.  What Models Are Recommended?

Here, we present a comparison of the results estimated by the ML and RC models in reconstructing the missing 
values of the daily-averaged discharge. Generally, all ML models were superior to the RC model, as indicated by 
the time series comparison, statistical indicators (r, RMSE, NSE, MAE, and percentile values in the violin plots), 
and percentage differences in the peak discharge (Figures 3–5; Table 2). These results suggest that ML models 
are applicable for simulating the hydrology of the VMD. On the basis of the MI and correlation coefficients in the 

Model Adjusted hyperparameters Specific search range Optimal values of hyperparameters Input Output

DT Leaf Size 1–3,115 40 WKt−1 Daily discharge at Tan Chau

GPR θ 57–57,000 12,100 WKt−2

ε 0.001–69,055 68,500 WPt

WPt−1

SVR C 0.001–1,000 930 WPt−2

γ 0.01–2,000 960 *WK: water level at

ε 10–9,000 2,300 Kratie

RF N_Est 100–500 310 *WP: water level at

Max_D 10–100 60 Prek Kdam

*t is the time, and t-1

and t−2 are the 1- and

Max_F 0.5–1.0 0.96 2-day lagged times

LSSVM σ 2  0.1–10 0.5

γ 5–100 10

MARS Max-terms 500–2,000 1,000

Max_degree 100–1,000 300

Table 1 
The Variables Used in the ML Models
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data pre-processing, the effect of the flow at Prek Kdam on the flow at Tan Chau was found to be faster than the 
corresponding effect at Kratie by 1 day; in other words, the flow at Prek Kdam influenced the flow at Tan Chau 
sooner than the flow at Kratie. This difference is physically explained by the distance from Tan Chau to Prek 
Kdam (∼144 km), which is much shorter than that from Tan Chau to Kratie (∼316 km). This result confirms the 
importance of Tonle Sap Lake in regulating flows in the VMD, as also noted in previous research (e.g., Pokhrel 
et al., 2018).

The RC method produced the worst values of the statistical indicators (e.g., RMSE up to 2,438 m 3/s in the train-
ing period) and the lowest accuracy in flood peak simulation (e.g., the flood peak was underestimated by −31% 
and −11.1% for the training and test datasets, respectively) (Table 2; Figures 3–5). A time series plot (Figure 3a) 
shows that the RC significantly underestimates the flood flow and overestimates the dry flow relative to the 
observed data. The underestimation of the flood peak is remarkably large in dry years, for instance, in 2010 (by 
−11.1%) and 1993 (by −7%) (Figure 5a). In flood months, the NSE values are very low (0.154 in the training 
and 0.523 in the testing periods) and are much lower than the respective values acquired from all the ML models 
(Table 2). The goodness of the predictions in the dry months from the RC is even lower than that in flood months 
(NSE = −0.77 and −2.64; r = 0.691 and 0.655; RMSE = 1,599 and 1,744 m 3/s in the training and testing periods, 
respectively). Furthermore, Figures 4 and 5a clearly show the poor performance of the RC model compared to 
all six ML models.

Figure 3.  Results of the six machine learning (ML) and rating curve (RC) models for the testing data set. (a) Time series comparison between the predicted and 
measured values. (b–f) Scatter plots of the predicted versus measured values of individual ML and RC models, with the bisector line (1:1) shown.
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These results indicate that the RC model based on year-round data alone cannot provide accurate reconstructions 
because of seasonal effects, which result in different hydrological behavior. To enhance the goodness of fit of 
the RC method, Moftakhari et al. (2015) established two RCs to predict the discharge of the Sacramento River 
by dividing the water level data into two subsets (i.e., <6.2 and >6.2 m) to account for seasonal effects. Binh, 
Kantoush, et  al.  (2021) revealed a clockwise hysteresis relation between the discharge and water level in the 
VMD, suggesting that RCs for rising and falling limbs should be developed differently. In the VMD, the flow 
characteristics in the rising and falling limbs are completely different: the former is controlled by riverine flood 
waves from upstream and the latter is strongly influenced by tides. RC is strongly influenced by the evolution 
of river geometry (i.e., erosion and deposition) and roughness (e.g., vegetation, infrastructure) and the effects of 
backwater and tides (Matte et al., 2018). Under the fluctuational tidal influence induced by oceanic and astronom-
ical forcing (Jay et al., 2011; Moftakhari et al., 2013), a discharge magnitude does not yield a unique water level; 
rather, different water level values can be recorded (Hoitink & Jay, 2016). Specifically, because of the interactions 
among the reversing tidal flow, the tidal Stokes drift, spring-neap tidal cycle, lateral and estuarine circulations, 
the occurrence of multiple branches, and nonlinear frictional interactions between riverine flow and oceanic tides 
(Moftakhari et al., 2016), a hysteresis phenomenon is typically involved in the tidal process, in addition to many 
other hydrologic processes, as reported by Nourani, Parhizkar, et al. (2014). Due to this hysteresis behavior and 
loop, different outputs are possible for the same input; therefore, the RC method, which uses an injective function 
and a linear regression model, is not sufficiently robust to handle such nonlinear and complex problems. The 
above-mentioned phenomena are the root causes of the low prediction accuracy of the RC. To handle such issues, 
in the ML models established in this study, we used the data from multiple upstream gauges, as suggested by 
Moftakhari et al. (2016). We also used time-series data in the ML models to account for the temporal sequences 
involved in the data. This inclusion improved the modeling performance compared to that of RCs, which do not 
consider temporal data as an input. The complex hysteresis phenomenon involved in the tidal flow process can be 
robustly handled by the nonlinear artificial intelligence-based methods used in this study, as noted by Nourani, 

Figure 4.  Taylor diagrams indicating the performance of six machine learning (ML) and rating curve (RC) models using the 
data from (a) year-round, (b) flood months, and (c) dry months.
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Parhizkar, et  al.  (2014). Moreover, the use of RCs requires an extensive understanding of flow behavior and 
input data because both discharge and water level information from the same station are used; any misuse of the 
input data could directly lead to large discrepancies in the output. This influence is negligible in ML methods. 
Additionally, lag time must be considered in the ML models when water flows in the river from upstream to 
downstream, while this lag is ignored in the RC model. Moreover, ML models account for upstream-downstream 
relations and consider physical relations in addition to hydrological processes.

Among the ML models considered for the training data set, GPR and SVR perform better than the RF, DT, 
LSSVM, and MARS models in terms of statistical indicators (Table 2). For instance, the RMSE of GPR and SVR 
using year-round data is 389 and 476 m 3/s, respectively, compared to 1,037 and 973 m 3/s for the DT and MARS 
models, respectively. However, the MARS and RF models showed the best performance in the testing period, 
with the highest r and NSE values (e.g., r = 0.994 for both the MARS and RF models compared to 0.988 for the 
LSSVM model and 0.992 for the DT model using year-round data) and the lowest RMSE and MAE values (e.g., 
RMSE = 768 m 3/s for the MARS model and 789 m 3/s for the RF model compared to 943 m 3/s for the SVR model 
and 1,098 for the LSSVM model considering the year-round data). Table 2 also shows the superior operation of 
the MARS and RF methods in both flood and dry months over the remaining four ML models with regard to all 
four statistical metrics.

The outstanding performance of the MARS and RF models over the other ML models can be clearly seen in the 
scatter plots (Figures 3b and 3g), Taylor diagrams (Figures 4b and 4c), and violin plots (Figure 5b). The scatter 
plots show that a majority of the scatter points using MARS and RF are concentrated around the bisector 1:1 
line. Likewise, the Taylor diagrams point to the superior performance of the MARS and RF models because 
their results were the closest to the observed values. Based on the Taylor diagram, the LSSVM showed the worst 
performance, followed by the DT model because their results are the farthest from the observed points. This 
finding is confirmed by the NSE indicator shown in Table 2; for instance, the NSE values of the LSSVM and DT 
models were 0.528 and 0.676 in the dry months, respectively. Regarding the time series comparison (Figure 3a), 
the MARS and RF results effectively agree with the observed data. The SVR model produced unreasonable 

Figure 5.  (a) Heatmap showing the percentage differences in the flood peaks predicted by the machine learning (ML) 
and rating curve (RC) models relative to the observed data. (b) Violin plots showing the goodness of fit of the predicted 
discharges versus the observed values. These plots are based on the data from the testing period.
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fluctuations in the discharge in the flood months; moreover, the DT model was unable to reliably reconstruct the 
discharge in the dry months. Another important indicator of discharge reconstruction is the flood peak, which has 
significant implications for flood management. All six ML models generally underestimated the flood peak, for 
instance, by −12.5% in 1990 using the LSSVM model; additionally, the GPR and SVR models overestimated the 
flood peak by up to 11% and 15.6% in 1987, respectively (Figure 5a). In flood years (e.g., 1996, 2000, and 2011), 
the RF and GPR models performed better than the SVR and DT models for the training data set, while the GPR 
and DT models performed better than the RF and SVR models for the testing data set. However, in drought years 
(i.e., 1993, 1998, 2005, and 2015), RF outperformed the other five ML models. For instance, the RF model under-
estimated the flood peak in 2010 by only −0.7%, while the DT model underestimated it by −4.2% (Figure 5a). 
The underestimation of the flood peaks, particularly in the extreme flood (e.g., 2000) and drought years (e.g., 
2015), by the ML models was attributed to the limited data used to train the models. Underestimation of predicted 
flood peaks is common in hydrological modeling for both types of hydrological models (Tegegne et al., 2017; 
Vansteenkiste et al., 2014) and ML algorithms (Adnan et al., 2020; Tencaliec et al., 2015).

A comparison of the predicted and observed values using the time series plots, scatter plots, Taylor diagram, 
violin plots, heatmap, and statistical indicators reveals that the MARS and RF models most reliably reconstructed 
the daily-averaged discharge at Tan Chau (Figures 3–5; Table 2), although the performance of MARS was slightly 
better than that of RF. Thus, the MARS and RF models are recommended for daily-averaged discharge recon-
struction in tidally affected river systems such as that in the VMD. This finding agrees with those of previous 
research that used ML models to assess hydrological processes (e.g., Hussain & Khan, 2020; Jeihouni et al., 2020; 
Li et al., 2016; Obringer & Nateghi, 2018). For instance, Obringer and Nateghi (2018) verified that the RF model 
was the best model among nonparametric ML algorithms in predicting riverine water levels. The GPR model is 
also trustworthy for reconstructing the discharge in tidally affected rivers. Notably, the DT model is not recom-
mended in this study based on the abnormal and unreasonable fluctuations in the time series results, especially in 
dry months, compared to the measured data. In this study, we used individual ML models to reconstruct the miss-
ing discharge values. However, using a hybrid model by combining an ML model with an analytical, empirical 
or numerical model may improve the performance, and this research direction will be examined in future work. 

Model

Year round Flood months Dry months

r RMSE NSE MAE r RMSE NSE MAE r RMSE NSE MAE

Training

  RF 0.996 602 0.992 412 0.965 695 0.931 528 0.978 251 0.956 193

  GPR 0.998 389 0.997 273 0.988 399 0.977 286 0.976 263 0.952 202

  DT 0.989 1,037 0.977 802 0.914 1,209 0.792 1,008 0.934 625 0.729 538

  SVR 0.997 476 0.995 315 0.977 573 0.953 410 0.984 210 0.969 158

  LSSVM 0.996 560 0.993 399 0.975 583 0.951 432 0.981 229 0.963 172

  MARS 0.99 973 0.980 708 0.936 928 0.877 754 0.959 341 0.919 264

  RC 0.954 2,087 0.91 1,629 0.841 2,438 0.154 2,026 0.691 1,599 −0.77 1,405

Testing

  RF 0.994 789 0.988 517 0.928 978 0.86 722 0.961 264 0.917 200

  GPR 0.992 878 0.985 533 0.919 1,056 0.837 748 0.944 313 0.884 234

  DT 0.992 886 0.985 659 0.929 1,082 0.829 815 0.939 522 0.676 454

  SVR 0.991 943 0.983 588 0.901 1,160 0.804 845 0.961 274 0.911 206

  LSSVM 0.988 1,098 0.977 747 0.826 1,497 0.673 1,059 0.818 631 0.528 426

  MARS 0.994 768 0.989 544 0.942 872 0.889 646 0.96 257 0.921 198

  RC 0.968 1,851 0.937 1,517 0.858 1,807 0.523 1,469 0.655 1,744 −2.64 1,578

Note. The models were built using year-round data; however, statistical indicators are also shown for the flood and dry 
months to highlight the performance of the individual models. The flood months are from August to October, and the dry 
months are from February to April. Time lag was not considered in the RC model. The unit of the RMSE and MAE is m 3/s.

Table 2 
Statistical Indicators for the Six ML and RC Models
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For instance, Safari (2020) found that the hybridization of the MARS and RF models with the empirical MNLR 
provides better predictions of incipient sediment deposition compared to the individual MARS and RF models.

4.3.  Is Prediction Accuracy Increased by Considering Seasonal Patterns?

Binh, Kantoush, et al. (2021) found that separately constructing stage-discharge RCs for the rising and falling 
limbs can improve the reconstruction of the missing daily-averaged discharge in the VMD. Therefore, in this 
section, we attempt to apply the MARS and RF models in assessments of these two limbs to determine whether 
the prediction accuracy is enhanced. This approach also reduces the computational time and the effort required to 
collect data if the research focus is in flood or drought seasons.

Comparison of Figures  6 and  7 with Figures  3–5 along with statistical indicators (Table  2) reveals that the 
MARS and RF models established for the rising and falling limbs separately do not improve the prediction 
accuracy compared to the results obtained using the year-round data; in fact, the accuracy decreases slightly. 
Specifically, the statistical indicators of the RF model from the falling phase in the testing period (r = 0.987, 
RMSE = 1,040 m 3/s, NSE = 0.973, MAE = 742 m 3/s) are lower than those obtained using the year-round data 
(r = 0.994, RMSE = 789 m 3/s, NSE = 0.988, MAE = 517 m 3/s). Similarly, the corresponding values of the MARS 
model are r = 0.991, RMSE = 856 m 3/s, NSE = 0.982, MAE = 485 m 3/s, while those from the year-round data are 
r = 0.994, RMSE = 768 m 3/s, NSE = 0.989, MAE = 544 m 3/s. In flood peak prediction, however, the accuracy of 
the MARS and RF models considering seasonal patterns improves slightly compared to that in the original case. 
For instance, relative to the measured data, the mean predicted flood peaks in the test period of MARS and RF 
are underestimated by −1.4% and −1.1%, respectively, when seasonal patterns are considered and by −1.9% and 
−2%, respectively, when year-round data are used. The unexpected lack of improvements in the MARS and RF 
models for the rising and falling limbs is likely because of the reduction in the number of data points used (∼50% 
reduction). The above results, together with the Taylor diagrams (Figures 6b and 6c) and the scatter and violin 

Figure 6.  (a) Time series plot comparing the predicted discharge from multivariate adaptive regression spline (MARS), 
random forest (RF), and rating curve (RC) models with the observed data. (b, c) Taylor diagrams showing the performance of 
the three models in the rising and falling phases.
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plots (Figure 7), demonstrate that MARS is marginally better than RF. We also observed that the accuracy of 
MARS and RF in predicting the discharge in the rising phase was greater than that in the falling phase.

In contrast, the RCs that were separately developed for the rising and falling limbs enhanced the prediction 
accuracy substantially compared to those based on the year-round data. For example, in the test period, the 
performance of the RC model considering seasonal patterns (e.g., r = 0.975, RMSE = 1,427 m 3/s in the falling 
limb) was improved relative to that of the model using the year-round data (e.g., r = 0.968, RMSE = 1,851 m 3/s). 
Although improved, the results of the RC model are still inferior to those of the MARS and RF models, particu-
larly for the rising limb (Figures 6 and 7).

In short, there are two main implications drawn from the above results. First, although using separate RCs for 
the rising and falling limbs can improve the prediction accuracy compared to those based on year-round data, the 
MARS and RF models still outperformed the RC model. However, if only the water level at a station at which 
the discharge needs to be reconstructed is available, RCs considering seasonal patterns can produce acceptable 
results. Second, the MARS and RF models that were separately established for the rising and falling limbs should 
be used with care, especially for the falling limb, if the research interest is the flood or drought period alone.

4.4.  Prospects of Using ML in Hydrological Assessment in the Mekong River Basin

ML has been used by hydrologists to assess hydrological processes in many rivers worldwide, and its applications 
include rainfall (Alizadeh et al., 2017; Tikhamarine et al., 2020), streamflow (Luo et al., 2019; Zia et al., 2015), 
salinity (Tran et  al.,  2021), water quality (Elkiran et  al.,  2019; Imani et  al.,  2021), and sediment (Huang 
et al., 2019; Zounemat-Kermani et al., 2020) assessments. In tidally affected river systems, such as the Mekong 
River basin, the use of ML to explore hydrology and hydrological processes is limited. Notably, the use of ML 
to study hydrology is especially limited in the VMD, where data availability is a constraint for scientific research 
and resource management. Therefore, the use of ML in the VMD is recommended for (a) data reconstruction, 

Figure 7.  Predicted versus observed discharge values using the multivariate adaptive regression spline (MARS), random 
forest (RF), and rating curve (RC) models for the rising and falling phases. (a, b) Scatter plots with statistical indicators. (c, 
d) Violin plots comparing the results of the MARS, RF, and RC models with their observed counterparts for the rising and 
falling phases. All data plotted are from the test period. The MARS and RF models outperform the RC model.
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such as for tide, sediment, and salinity concentration data, and (b) hydrological and water quality prediction. We 
acknowledge that reconstructing salinity and sediment data is even more challenging than reconstructing river 
flows; thus, the latter is vital for the former and will be the focus of our future research. Such predictions have 
been made using statistical models (Apel et al., 2020). However, most predictions are medium-term estimates (up 
to 9 months), and appropriate and proactive water resource planning and management tasks require long-term 
predictions, especially considering variations in upstream inflows because of changes in dam management and 
climate change, downstream rising sea level and saline water instruction, and the increasing water demand within 
the delta (e.g., Binh, Kantoush, Saber, et al., 2020; Park et al., 2021, 2022). Therefore, ML methods are promising 
tools for gaining insight into hydrological processes and improving water resource management.

Flooding is an annual event in the VMD; however, extreme floods, such as the historical floods in 1996, 2000, 
and 2011, have appeared periodically and may cause disastrous damage to society (Triet et al., 2018). Therefore, 
flood prediction has an important role in flood preparedness. In the study of floods, it is crucial to predict flood 
water levels because it is the water level, not the discharge, that causes flood problems. In the tidally affected 
rivers in the VMD, the water level fluctuates remarkably under tidal effects within a day. Given the rapid evolu-
tion of flood water, it is necessary to predict hourly water levels instead of daily-averaged values, as was done 
in this study for the discharge reconstruction. Collectively, predicting the hourly flood water levels is even more 
challenging than predicting the daily-averaged discharge. As such, ML and RC models may yield undesirable 
predictions. Although challenging, we intend to develop a robust methodology using deep learning models to 
predict hourly flood water levels in the VMD in future studies, with the goal of helping the delta to prepare to 
cope with future flood disasters.

5.  Concluding Remarks
Six ML-based methods were employed in the present research to reconstruct the missing daily-averaged discharge 
in a tidal river system, the VMD. The missing historical data have limited studies of long-term flow regime vari-
ations under the effects of climate change and intensifying anthropogenic intervention, such as the construction 
of hydropower dams and irrigation expansion. We used multi-station data considering upstream-downstream 
relations, and the water level at two upstream stations in different geographical settings was used to reconstruct 
the discharge at a downstream station. While many studies have ignored data pre-processing when completing 
similar tasks, we performed it in three steps: first, the raw data were normalized to remove trends in variance and 
mean; second, the Fourier series were fitted to remove seasonal effects; and third, first-order differencing was 
conducted. Additionally, MI and correlation coefficient methods were applied to optimize the model inputs and 
avoid the use of too many simulation parameters; moreover, lagged data were considered, thereby reducing the 
simulation time and effort. The results of our study are important for long-term water resource management in 
the delta, and the methodology developed can easily be adopted for other river systems.

Unlike the traditional stage-discharge RC method using linear regression, ML models can provide reliable recon-
structions of the missing daily-averaged discharge. The water levels, with lagged time considerations, at Kratie 
and Prek Kdam are appropriate to input into the ML models. The present study provides a basis for hydrologists 
and researchers who plan to employ ML models for future water resource management in the VMD in the context 
of global warming. Our next step is to use ML to predict the discharge in the Mekong River from the short to the 
long term for optimal water resource allocation, particularly to enhance flood and drought preparedness.

The MARS and RF models are the two most suitable algorithms for reconstructing the missing daily-averaged 
discharge, although the MARS model performs slightly better than the RF model. These approaches can reliably 
predict flood peak, flood flow, and drought flow discharges and are therefore suitable for flood, drought and 
salinity intrusion studies. Compared to the RC method, the RF model reduces the RMSE and MAE by 135% and 
194% (year-round data), 85% and 104% (flood-month data), and 561% and 691% (dry-month data), respectively. 
The respective values for the MARS and RC models are 141% and 179% (year-round data), 107% and 127% 
(flood-month data), and 578% and 696% (dry-month data). Establishing MARS and RF models for the rising and 
falling limbs separately did not improve the prediction accuracy; however, acceptable results could be obtained 
for a specific flood or drought period. MARS and RF reconstruct the daily-averaged discharge in the rising phase 
better than in the falling phase. The GPR and SVR models are also appropriate for daily-averaged discharge 
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reconstruction in the delta. The DT model, however, is not recommended because it produces abnormal, unrea-
sonable fluctuations in the predicted discharge.

Since this paper is our first attempt to use ML models to estimate hydrological parameters in the VMD, we 
applied simple techniques to pre-process the input data. In future works, more advanced de-noising methods, such 
as the wavelet de-noising approach (Nourani, Baghanam, et al., 2014) or ensemble empirical mode decomposi-
tion (EEMD) (Gaci, 2016), are recommended for obtaining better performance in the application of ML models. 
Moreover, more advanced artificial intelligence models, such as deep learning neural networks (Ha et al., 2021), 
should be considered in the next attempt to forecast the discharge, sediment, and salinity in the VMD to support 
strategic decision making. The hybridization of ML models with other empirical, analytical or numerical models 
is also a good strategy to improve the prediction power of ML. Finally, our future work will focus on estimat-
ing the tidal water level and discharge on an hourly interval to quantify the net riverine and tidal flux exchange 
between rivers and seas.
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